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Abstract

With the increasing vehicular traffic volume and congestions on urban roads and

highways, the journey time and road accidents are increasing. This has prompted

automobile industries and traffic regulatory authorities to develop a new road traffic

management architecture using Information and Communication Technology (ICT)

systems. With the expected introduction of autonomous vehicles in the next decade,

it will be imperative for road traffic authorities to develop strategies to support

Vehicle-to-Everything (V2X) communication infrastructure. Intelligent Transport

Systems (ITS) provides an excellent framework for integrating information and com-

munication technology with the transport infrastructure. The integrated system

could improve vehicular safety, and traffic efficiency by reducing road accidents and

traffic congestion. The major issue related to such an advanced system is how to meet

the strict latency and robustness requirements of V2X applications in the presence

of varying traffic load, high speed vehicles, and different road structure such as city

roads and highways. Most of the work has been done to support vehicular networking

is currently focused on the IEEE 802.11p and 4G-based-LTE standards. However,

due to medium access control rules and limited mobility support of the IEEE 802.11p

standard, it is challenging to obtain stringent delay requirements, particularly in a

high-density scenario. Due to the centralized architecture, an LTE-based system

does not natively support direct V2V connectivity. Instead, it is necessary for mes-

sages to be passed through an infrastructure node in the core network. Therefore,

the capability of these standard technologies is doubtful to cope with the scalability

and the reliability at the radio access level. Recently, the 3GPP has introduced a

new LTE standard known as C-V2X to support V2X communications. Compared

to the IEEE 802.11p standard, C-V2X is a less studied technology. Due to the co-

existence of LTE-D2D communication and normal LTE, it introduces some design
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challenges such as resource management among D2D and regular LTE users, efficient

and fast D2D peer discovery model, transmission power control to avoid collisions

and interference between D2D and regular LTE users.

In this research, a cluster-based C-V2X architecture has been developed and

evaluated to support time-critical vehicular safety applications in an efficient and

cost-effective manner. Specifically, safety applications require two types of message

transmissions; namely, periodic Cooperative Awareness Messages (CAMs) and De-

centralized Environment Notification Messages (DENMs). A new D2D peer discovery

model and resource distribution technique are proposed to reduce peer discovery de-

lay, control signalling overhead, and to support the higher vehicle densities. The

proposed peer discovery model reduces the signaling overhead and end-to-end la-

tency with awareness of proximity (i.e., list of neighboring vehicles in the proximity)

utilizing the Global Positioning System (GPS) information. Using the above tech-

niques the vehicles discover each other within the minimum delay requirement for

safety message transmissions. Proposed cluster-based round-robin scheduling tech-

nique keeps the resource utilization at a minimum level so that conventional mobile

networking services can efficiently share the transmission resources.

To efficiently transmit the periodic CAM in a multi-path fading scenario, di-

rect inter-cluster communication adaptive transmission power assignment schemes

are proposed. Both schemes are combined to improve the CAM packet success rate

for a highway safety message distribution system. A new CAM message structure

is also introduced to support the proposed power control algorithm. To efficiently

transmit the DENM warning messages, two cluster-based multi-hop communication

protocols are proposed. Both protocols use a time slot reservation technique where

a separate side link channel time slot will be reserved for the warning message trans-

mission. The proposed protocol is shown to achieve a quicker notification of the

warning messages with fewer transmissions as well as a higher reception rate for the
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safety messages. The performance of proposed protocols is analyzed in both city

and highway scenarios. The thesis further proposes a prediction-based protocol to

improve the reliability of CAM safety messages transmission in different road struc-

tures such as highways with entry and exits roads. The proposed protocol offers a

new procedure for trajectory prediction to assist cluster formation and reformation

procedures.

In this thesis, the performance of the proposed solutions is examined utilizing an

OMNeT++ based simulation models using SimuLTE, SUMO, Veins and OpenCv2x

mode 4.
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Chapter 1

Introduction

Wireless communication techniques used by vehicles to improve road safety and re-

duce environmental impact have been investigated well before the rise of the infor-

mation and communication technologies we are familiar with today. In 1926, Harry

Flurscheim invented a radio warning system that permited a road vehicle to signal

its presence using electric waves to all other vehicles in its immediate vicinity [19]. In

1984, a first digital infrastructure known as the Radio Data System (RDS) became

the first communication protocol for vehicle communication. After few years, it was

introduced in the USA as a radio broadcast data system (RBDS) . In 2005, it became

a European Standard to provide RDS-Traffic Message Channel (TMC).

However, this standard radio set did not use any networking and remained as a

unidirectional system. In early 1990, Philips invented a 5.8 GHz Dedicated Short

Range Communications (DSRC) system, which was used for “Intelligent vehicle-

highway systems” (IVHS) communications service delivery [19]. After a few years,

the concept of networking through infrastructure started to evolve. However, due

to some fundamental weaknesses such as expensive and fixed infrastructure, limited

bandwidth, and short communication range, the demand for communication devel-

opment for vehicles has been growing in more recent years.
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In early 2000, Ken Labertaus invented the term Vehicular Ad-Hoc Networks

(VANETs) which became mostly synonymous with the more generic term Inter-

Vehicle Communication (IVC) to refer to Vehicle-to-Vehicle (V2V) and Vehicle-to-

Infrastructure (V2I) communication based on wireless local area networking technol-

ogy. One of the known definitions of the VANET is a type of wireless network where

each node is a moving vehicle on the road. The vehicles communicate with each other

to make the traffic safer and improve traffic flow by avoiding congestion. VANETs

and V2X communications have become a popular research area in the past decade.

They have attracted many research studies and real field experimental projects, both

from academia and automobile ICT industries.

The aim of traditional VANETs is to improve traffic safety and road efficiency

using information and communication technologies among advanced wireless ac-

cess technology-enabled vehicles. Researchers from industry and academia believe

that integrating information and communication technologies with transportation

infrastructure and vehicles will revolutionize the way we travel today. In this con-

text, the Cooperative Intelligent Transport System (C-ITS) has been defined as an

evolution of the classical transportation system that aims at deploying Vehicle-to-

Vehicle (V2V) communication, Vehicle-to-Infrastructure (V2I) communication and

Vehicle-to-Network (V2N), and Vehicle-to-Pedestrian (V2P) communications at large

scale. Collectively, these wireless transactions are referred to as vehicle-to-Everything

(V2X) communication. The C-ITS is considered a new technology domain and re-

quires collaborative research efforts in the interdisciplinary areas of Telecommunica-

tion, Transportation, Electronics, and traffic scheduling.

VANETs support a wide variety of safety and non-safety applications. These

applications can be categorized into three categories: safety, traffic efficiency, and

infotainment [4]. Safety applications are intended to reduce the number of road

fatalities. These applications are based on safety messages that are shared among



1 Introduction 3

vehicles. These applications rely on periodic and aperiodic transmission of safety mes-

sages to the neighboring vehicles or infrastructure (or vice versa). Traffic efficiency

applications are intended to reduce travel time and mitigate traffic congestion. For

example Foating Car Data (FCD) service [20] where data are collected by vehicles

and external sensors, and is periodically transmitted to remote management servers.

Infotainment applications consist of traditional internet such as content download-

ing, file sharing, web browsing, cloud services and other emerging services, such as

audio/video streaming, and information and advertisement services.

1.1 Motivation

With the continuous advancements of wireless communication, such as 5G-based

wireless communication technology, the autonomous vehicle is becoming a reality.

V2X communication has attracted many research studies and real-time field experi-

ments, both from academia and from the automobile industry. The vehicular ad hoc

network (VANET) architecture was initially developed using the IEEE 802.11p-based

dedicated short-range communication (DSRC) standard [4]. The main objective of

the VANET is to support Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure

(V2I) communication modes. In 1999, the Federal Communications Commission

(FCC) allocated a dedicated spectrum for VANET safety applications in the 5.9

GHz band to overcome the interference issue. However, due to the scalability issue,

and concerns about possible higher delay in message transmission, lack of infrastruc-

ture, and other limiting factors of the IEEE 802.11p standard, many researchers have

begun to look for other access technologies.

The cellular Long Term Evolution (LTE) technology has received a lot of attention

both from academia and the relevant industries and can possibly meet the require-

ments of V2X communications. The limitations of the IEEE 802.11p standard, and
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recent advancements in cellular technologies like D2D communications, has motivated

research communities to investigate the LTE-based V2X communications architec-

ture. LTE is a cutting-edge technology that includes some new enhanced networking

features, giving the LTE standard an advantage compared to other technologies. An

all-IP architecture characterizes the overall LTE system, with a reduced number of

network entities and a separation of the control plane and user plane traffic. Due to

its flat architecture, the LTE- based network can support Round Trip Times (RTTs)

theoretically lower than 10 ms and transfer latency in radio access of up to 100 ms.

However, the currently deployed LTE standard in 3GPP Release 13 cannot meet the

low-latency and high-speed requirements of safety-critical V2V applications. Also,

vehicles in areas with low or no network coverage would be unable to communicate

with each other.

Despite these limitations, LTE Release 13 presents some solutions to meet the

requirement of some less stringent V2N use cases today. 3GPP recently introduced

many vehicular network use cases in the LTE-V2V Release 14 [13] for future vehicular

networks. The 3GPP Release 14 LTE standard does include support for cellular-

V2X (C-V2X) use cases, such as direct device-to-device communication, to improve

latency, support operation at high relative speeds. Also, the ability to leverage

existing cellular infrastructure would reduce infrastructure costs, and offer many

safety and efficiency benefits for the V2X communication.

With the introduction of 5G technologies, the transportation and ICT industries

have refocused their attention towards developing new systems and products mainly

relying on Long Term Evolution (LTE)-based technologie. The LTE standard is

commonly used as the 4G broadband wireless technology, which is further evolving

as one of the significant components of 5G and 6G technologies [21]. To accom-

modate the needs of vehicular networks, the 3GPP has started to standardize the

LTE-V standard to support V2X services, encompassing three modes of communica-
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tions: V2V, V2I, and vehicle-to-pedestrian (V2P) in Release 14. The standard has

developed a new channel architecture using the PC5 interface to support vehicular

networking requirements. The standard also supports the conventional Uu inter-

face for different vehicular services. The PC5 interface includes the sidelink, which

has Device-to-Device (D2D) communication abilities developed under Release 12 of

the LTE standard. Release 12 was mainly developed for public safety applications.

The V2X communication services are being enhanced in LTE Release 15 and further

enhancements are announced in the recently published Release 16.

The ability for C-V2X to provide a reliable communication channel over a large

distance compared to the IEEE 802.11p standard has generated interest in studying

these two technologies in combination to create a reliable communication network to

improve road traffic efficiency and safety. The C-V2X supports vehicular use cases,

specifically targeting higher speed (up to 250 km/hr) and high density (thousands of

nodes) communication with few physical (PHY) and medium access control (MAC)

layer modifications. The introduction of 5G-based C-V2X networks for V2X com-

munication has opened up new research avenues to improve the performance and to

meet the requirements of V2X communication by addressing the drawbacks associ-

ated with IEEE 802.11p/DSRC and centralized LTE network architecture.

It is credible that the C-V2X could be a solution to the current challenges with

V2X communication and an alternative to the IEEE 802.11p standard for vehicular

safety applications. However, the automobile industry is still in debating with the

unique advantages of each technology. A number of challenges still need to be inves-

tigated and resolved before vehicular communication-based safety systems become a

reality. A major challenge in such safety systems is the reliability of wireless com-

munication information exchange mechanisms. Since the safety applications involve

human life, a robust communication architecture is needs to be developed.

In addition to the above, advanced and efficient resource allocation mechanisms
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are needed to meet the resource requirements of both LTE-D2D and conventional

LTE communication. This thesis is focused on developing C-V2X-based communica-

tion architecture, which can support time-critical vehicular safety applications and

other vehicular safety applications efficiently and cost-effectively. The performance

of various message dissemination techniques to support safety services in vehicular

networks is studied, and novel communication protocols are proposed to ensure the

high reliability of safety applications.

1.2 Research Challenges

The VANET architecture provides an excellent framework for the integration of in-

formation and communication technology with the transport infrastructure. Road

safety is one of the main use cases for vehicular communications since it allows lives to

be saved and road accidents to be avoided. For this purpose, the major focus of road

safety organisations is on research problems related to the safe access to highways,

city roads, or areas with reduced visibility, and research on traffic congestion man-

agement. In this thesis, our focus is on safety applications based on the transmission

of single-hop and multi-hop safety messages.

There are two types of vehicular safety messages: event-triggered and periodic [3].

Event-triggered messages are generated in the case of hazardous events on the road,

and report to other vehicles. Periodic safety messages are called Cooperative Aware-

ness Messages (CAMs) and are also known as beacons. These are short messages

containing basic information about the vehicle, such as its location and speed. These

messages are generated periodically, and broadcast to neighboring vehicles to increase

their awareness of their environment. The reliability of vehicular safety applications

depends on successful and timely information exchange between vehicles. The ma-

jor issue related to such an advanced system is how to meet the strict latency and
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robustness (i.e, link lifetime, error rate over the link, etc) requirement of different

vehicular applications in the presence of varying traffic load or high-load network

conditions.

Most of the work done so far to support vehicular networking is focused on the

IEEE 802.11p and the LTE standards. The IEEE 802.11p standard has several

weaknesses. The IEEE 802.11p network uses a random medium access control pro-

tocol know asa Carrier-Sense Multiple Access with collision avoidance (CSMA/CA)

to support V2V and V2I services. The IEEE 802.11p network’s performance is af-

fected by the network node densities, which could vary on roads depending on the

traffic density. Additionally, IEEE 802.11p was designed for the rapid transmission

of short-range basic safety messages. It cannot meet the higher bandwidth demands

of different V2X applications, such as autonomous driving, multimedia services. The

IEEE 802.11p standard also does not have the bandwidth necessary to transmit the

raw vehicle sensor data that will become increasingly common in automated vehicles.

The main bottlenecks of an IEEE 802.11p vehicular network are the scalability and

lack of adequate Quality of Service (QoS) support for a different class of services.

The fact that there are a few issues with its performance related to reliability and

scalability means that a search for an alternative communication protocol that can

either assist or replace the 802.11p standard is needed.

On the other hand, cellular networks have several benefits such as wide-area cov-

erage, high data rate, and guaranteed QoS for multiple services. However, the con-

ventional centralized cellular networks are not always suitable for vehicular networks

to use to support some of the services, particularly for distributing time-sensitive

broadcast services such as the Cooperative Awareness Message (CAM). In a conven-

tional cellular network, all data communication between devices must go through

the eNB, irrespective of whether they are located next to each other or at a long

distance. The CAMs are transmitted from each vehicle to its neighbouring vehicles
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to distribute situational awareness information.

The CAMs are periodic messages that have a 10 Hz generation frequency with

latency restrictions of 100 ms. In the 802.11p-based VANET, the CAM messages

are broadcast to the neighbouring vehicles using the CSMA/CA protocol. Gener-

ally, conventional cellular networks can support unicast, broadcast, and multicast

communications. However, these configurations are not suitable for CAM message

transmissions due to high signalling overhead. Also, in dense traffic areas, the heavy

load generated by periodic message transmissions from several vehicles strongly chal-

lenges the LTE capacity and may penalize the delivery of traditional applications. To

accommodate the needs of vehicular networks, the 3GPP has introduced LTE-V or

C-V2X standard to support V2X services in Release 14. LTE-V standard improved

spectrum utilization efficiency and system capacity in a cellular system. Recent

studies [22]show that the LTE-V outperforms the 802.11p based VANET to reduce

fatalities and serious injuries on the EU’s roads.

However, the use of C-V2X for vehicular safety applications is still under investi-

gation. It introduces some design challenges such as efficient and faster peer discovery

to determine the proximity of the communication pairs and set up the link before

the communication phase, radio resource management, and power control mecha-

nisms to avoid the collision and interference between D2D and regular LTE users.

Peer discovery is one of the significant issues in C-V2X, since before two vehicles can

communicate with one another, they must first know (discover) that they are near to

each other. Peer discovery is typically time-and radio-resource-consuming, employing

beacon signals and sophisticated scanning often involving higher layers and interac-

tions with the end-user. Therefore, it is challenging to make such peer discovery and

pairing procedures faster and more efficient in terms of resource consumption.

Although the C-V2X has a large bandwidth and can support high data rates, the

amount of resources allocated for the safety applications is limited. This is due to
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the co-existence of Device-to-Device (D2D) communication and normal LTE. Offer-

ing direct D2D or C-V2X communications in a cellular network is challenging due

to the two major factors. First, the Base station (BS) suffers from control signalling

overhead. This could result in higher peer discovery and message transmission de-

lay. Secondly, D2D enabled vehicles may cause interference to the traditional cellular

network enabled users when radio resources are shared between them. As a result,

the reliability of single-hop and multi-hop safety messages is degraded. Thus, in such

a shared networking environment, resource management becomes difficult where a

C-V2X-based system may not meet the requirements of delay-critical safety applica-

tions. The other challenge is network load due to the different size of safety message,

frequency of safety message generation, and the number of vehicle density. This in-

crease the level of congestion when the network load is greater than the available

bandwidth. Thereby, some vehicles have to wait longer to get resources for transmis-

sion.

To meet the delay requirements of the safety applications, vehicles need to com-

municate effectively in sparse network scenarios with light traffic as well as capacity

challenging scenarios in a dense traffic condition. Due to the high dynamics, such as

the high speed of vehicles, the inter-vehicle distance could vary. As a result, inter-

vehicle connectivity is seriously affected. Another challenge in vehicular communi-

cation is multi-path fading, which could impact the reception range of the messages

beyond the transmission range. Therefore, an adaptive power assignment and an

appropriate fading compensation scheme are needed due to the high dynamics and

to avoid signal strength fluctuation due to fading in vehicular ad hoc networks.

As compare to the IEEE 802.11p standard, the direct V2V communication using

PC-5 interface is a newer and less-studies feature in cellular networks. The centralized

control of network resource distribution using C-V2X Mode 3 offers the efficient

utilization of the network bandwidth [23]. However, despite the fact that C-V2X
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shows the improvements compare to the 802.11p standard in high traffic density

scenarios, the performance of a C-V2X degrades rapidly [24], particularly for the C-

V2X Mode 4. As compare to IEEE 802.11p standard, the C-V2X Mode 4 is also prone

to the hidden terminal effect becasue of it’s Semi-Persistent Scheduling (SPS) which

is sensing-based. C-V2X Mode 4 suffers packet collisions caused by the reselections

that are part of the sensing-based SPS scheme and that can occur when several

vehicles try to select new sub-channels at the same time when the value reselection

Counter is zero.

To overcome above challenges, this thesis investigates the development of a C-

V2X architecture for the LTE-A standard to meet the requirements of time-critical

vehicular safety application in an efficient and cost-effective manner. The proposed

C-V2X communication protocols will improve the QoS of vehicular safety applications

as well as to improve the C-V2X network capacity to support higher vehicle densities

on the highway as well as on city road scenarios. Each chapter of this thesis discuss

the related state of the art literature pertinent to the proposed schemes.

1.3 Thesis Contributions and Organization

The rest of the thesis is organized into five Chapters. Chapter 2 presents a detailed

study of the architecture of a vehicular ad-hoc network along with its networking and

service requirements. The review of current industrial standards for vehicular com-

munication are discussed followed by the feasibility of each communication standard

to meet the requirements of vehicular safety applications. Furthermore, resource al-

location/management mechanisms and QoS provision techniques used in C-V2X are

reviewed.

Chapter 3 presents our proposed C-V2X-based cluster multicast architecture, re-

ferred to as Cluster-Based Cellular Vehicle-to-Vehicle (CBC-V2V) combined with a
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new sidelink peer discovery model, referred to as Evolved Packet Core Level Side-

link Peer Discovery (ESPD). The proposed peer discovery model that reduces the

signalling overhead and end-to-end (E2E) latency with awareness of proximity (i.e.,

list of neighbour vehicles in proximity) utilizing the Global Positioning System (GPS)

information. Thereby, the vehicles discover each other within the minimum delay re-

quirement for safety message transmissions. Proposed cluster based round robin

scheduling keep the resource utilization at a minimum level so that conventional

mobile networking services can efficiently share the transmission resources.

Chapter 4 presents an advanced LTE Device-to-Device (D2D) cluster communica-

tion technique, referred as LTE-DICV2V and a multicast power transmission control

technique, referred as CMTPC are also proposed.The proposed architecture reuses

the existing LTE control plane procedure to enable a reliable discovery service for

V2V communications without introducing a new protocol or consuming additional

network resources. Based on the proposed architecture, vehicular communications

and related services are further investigated as a specific implementation of ProSe.

These algorithms have been proposed for an LTE-based vehicular network, where

the algorithms are combined to achieve high QoS for a highway safety message dis-

tribution system. A new CAM message structure is also introduced to support the

proposed power control algorithm.

Chapter 5 presents the multicast communication architecture to distribute the

warning messages using two communication protocols, referred to as the Clustered

Multi-hop Multicast Protocol (CMMP) and the Clustered Multi-hop Broadcast and

Multicast Protocol (CMBMP). Both protocols use distributed resource allocation

techniques in a LTE network. We also propose a time slot reservation technique,

where a separate sidelink channel time slot will be reserved for warning message

transmission. For both CMMP and CMBMP protocols, the eNodeB’s scheduler al-

locates the reserved time slot to each ON using a time-staggered resource allocation
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technique for the Warning Message (WM) transmission. The performance of the

proposed protocols is analysed in both city and highway scenarios. An extensive

performance analysis of the proposed protocols is presented in this chapter. The pro-

posed protocol performances are also compared with the existing IEEE 802.11p/LTE

hybrid networks. The performance of the proposed protocols is significantly better

than other recently published protocols which support the warning message trans-

mission in hybrid LTE networks.

In Chapter 6, we present a prediction-based protocol to improve the performance

of our C-V2X-based cluster architecture at highway roads with entry and exit points.

Our approach provides a new procedure for trajectory prediction and collision detec-

tion at a road intersection and assists the cluster formation and reformation at road

intersection scenarios. The proposed scheme exploits both mobility related metrics

such as direction of movement, vehicle speed, inter-vehicle distance and metrics re-

lated to communication link quality. We perform the analysis of such metrics under

different shadowing and path loss. Moreover, we compare the performance of pro-

posed cluster-based architecture CBC-V2V with IEEE 802.11p and C-V2X Mode 4

considering only periodic safety messages know as CAMs of constant and variable

size that are generated following the ETSI standard. Chapter 7 concludes the thesis

by providing a summary of the thesis and possible future research directions.
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Chapter 2

Vehicular Ad Hoc Networks -

Overview and Modeling

This chapter presents an in-depth introduction to vehicular ad hoc networks, their

design considerations, and key algorithms used to develop the vehicular networks

with particular focus on safety applications. With this goal in mind, this chapter

is organized as follows: Section 2.1 briefly introduces vehicular ad hoc network ar-

chitectures, their role in an Cooperative Intelligent Transportation Systems (C-ITS),

applications and associated data traffic requirements. Section 2.2 discusses current

communication standards and their limitations. Section 2.3 presents the next genera-

tion communication standards to support V2X communications in VANETs. Section

2.4 presents a review of existing communication protocols used to improve the per-

formance of safety message transmission in VANETs and Section 2.5 presents the

simulation framework used in the rest of the thesis. Finally, Section 2.6 concludes

the chapter.
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2.1 Vehicular ad hoc network

VANET is a wireless ad hoc network where vehicles on roads communicate using

advanced wireless communication technologies to make the traffic safer and im-

prove traffic flow by avoiding congestion. VANETs have become a popular research

area over the last two decades. Many research studies and real field experimental

projects have been initiated by academia, transport and Information Communica-

tion Technologies (ICT) industries. The integration of VANET with information

and communication technologies will transform today’s transportation systems. In

this direction, Cooperative Intelligent Transportation Systems (C-ITS) have been

defined as an evolution of the classical transportation system that aim at deploying

Vehicle-to-Vehicle (V2V) communication, Vehicle-to-Infrastructure (V2I) communi-

cation, vehicle-to-Network (V2N), and Vehicle-to-Pedestrian (V2P) communication,

referred to as Vehicle-to-Everything (V2X) communication at large scale. The C-

ITS are considered a new domain and require collaborative research efforts in the

interdisciplinary areas of Telecommunication, Transportation, Electronics, and traf-

fic scheduling areas.

2.1.1 Cooperative Intelligent Transport System (C-ITS)

ITS stations communicate and share information in cooperative intelligent transport

systems to provide road users with better road safety, traffic efficiency, comfort,

improved mobility, and sustainability. In Europe, stakeholders who are belonging

to the Car-to-Car Communication Consortium (C2C-CC), signed a Memorandum of

Understanding (MoU) on join deployment of C-ITS applications [25]. They signed

the MoU with following three objectives given below:

• Improve road safety through vehicle’s on-board communication systems to pro-

vide road users with an increased awareness of the surrounding traffic to avoid
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collision and provide road operators the possibility to warn drivers about road

hazards.

• To reduce travel time, fuel consumption, and air pollution by optimizing the

transportation and traffic management applications in VANETs.

• Through the expansion of Internet connectivity everywhere on the road and

vehicles, C-ITS would open new market perspectives to promote many new

additional services, including infotainment services for increased road users

comfort and a better road travel experience.

2.1.1.1 C-ITS Reference Architectures

In order to ensure interoperability among vehicles made by different manufacturers

to communicate with each other and with road infrastructure systems, a common

ITS station (ITS-S) communication architectures have been developed by the gov-

ernment and industrial organizations in Europe and the United States [26]. Many

consortia such as Car-to-Car Communication Consortium (C2C-CC) [25], Vehicle

Safety Communications Consortium (CAMP), and standardization groups such as

European Telecommunications Standards Institute (ETSI), and projects such as Se-

cure Cooperative Autonomous project (SCA) and SCOOP [27] have contributed to

the standardization activities in the C-ITS domain. In Europe, European Commit-

tee for Standardization (CEN) and ETSI capitalized on the standards for car-to-car

communication or intelligent transport systems. These standards follow a general

architecture, specified in ETSI EN 302 665 [26] and International Organization for

Standardization (ISO) 21 217 [28]. In the United States, the IEEE 1609 work-

ing group (WG) developed a set of standards know as Wireless Access in Vehicular

Environments (WAVE) [2].
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2.1.1.2 ETSI ITS-S Communication Architecture

Figure 2.1: ITS-Station Reference Architecture and Main standards [1]

The European standard for vehicular communication has been defined by the

technical committee on Intelligent Transport Systems (ITS) established by ETSI.

Fig 2.1 present the ITS-S layered communication architecture presented in the ETSI

EN 302 665 standard [1]. To support the ITS applications, it follows the principles of

the OSI model [29]. Each layer of ETSI’s communication architecture provides the

following functionalities [30]:

• Access Layer: this represent OSI (Open Systems Interconnection) layers 1 and

2 which integrate multiple communication technologies such as IEEE 802.11p,

Cellular and wireless LAN at the MAC and PHY layers. It primarily uses a

specific set of IEEE 802.11 options [31], which is ITS-G5 (where G5 stands for

the 5 GHz frequency band).

• Networking and transport layer: offer data transport between ITS stations. To

achieve this task, ETSI considers the following communication profiles: BTP

[32] over GeoNet [33], TCP/UDP over IPv6 and TCP/UDP over IPv6 over

GeoNet [34].
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• Facilities layer: support ITS applications by providing three types of services

[35]:

– Application support: offer common features and services for the manage-

ment of CAMs and DENMs.

– Information support: it provides common data and database management

functionalities for application execution.

– Session/communication support: offer services for communication support

such as addressing mode, geocasting support and session support.

• Applications layer: support and runs different vehicular applications.

• Management cross layer: it manages the access, networking and transport, and

facilities, depending on the application layer requirement.

• Security cross layer: offer secure services to all communication layers of com-

munication architecture.

2.1.1.3 IEEE Wireless Access in Vehicular Environments (WAVE) Com-

munication Architecture

Figure 2.2: IEEE WAVE architecture [2]
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In the United States, the IEEE 1609 working group (WG) developed a standard

for Wireless Access in Vehicular Environments (WAVE) [2]. As shown in the Fig 2.2,

the major focus of the WAVE architectures is on the IEEE 802.11 access technology.

Physical and WAVE MAC layers construct the lower layer of the WAVE model. The

IEEE 802.11p handles the MAC and PHY layer functionality. The IEEE 802.11p is

an extension of 802.11a (Wi-Fi), and was standardised by the IEEE in 2009. The

MAC and PHY layers of legacy IEEE 802.11 protocol stack have been enhanced to

cope with a highly mobile environment characterized by the quickly varying net-

work topologies and propagation conditions to meet the requirements of vehicular

applications. The detailed description of the IEEE 802.11p is presented in Section

2.2.1.

As shown in the Fig 2.2, at the upper layers, traditional Internet protocols (IPv6,

TCP, UDP) supports non-safety applications, and the WAVE Short Message Proto-

col (WSMP) supports the fast single-hop reliable broadcasting of safety messages [4].

In the wave model,the IEEE 1609 standard handles the upper layers’ functional-

ity [18]. IEEE 1609.4 standard complements the MAC sub-layer, allowing the sup-

port of multi-channel wireless connectivity [36]. The WAVE Short Messages (WSM)

associated with security applications has the higher priority and travel through the

CCH.

The IEEE 1609.3 is the WAVE network layer and it can be distinguish between

data plane and management plane services [18]. It offers the data services of a

Logical Link Control (LLC) sub-layer and IPv6 and higher layers as User Datagram

Protocol (UDP) and Transmission Control Protocol (TCP) and WSMP [37]. Security

algorithms and mechanisms for secure data transfer between WAVE units are defined

in the IEEE 1609:2 standard [38].
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2.1.2 C-ITS communication architecture and its applications

The C-ITS communication architecture is shown in Fig 2.3. It consists of two main

communication entities: the On-Board Unit (OBU) and Road-Side Unit (RSU). An

OBU is mounted to the vehicle and supported by a wireless transceiver, whereas

a RSU deployed at road side. Vehicles’ OBU and roadside unit (RSU) are also

called ITS-Station (ITS-S). ITS-S communicate with each other according to four

different modes of V2X communications: Vehicle-to -Vehicle communication (V2V),

Vehicle to Infrastructure communication/ Infrastructure-to-vehicle communication

(V2I/I2V), Vehicle-to-Pedestrian (V2P) and Vehicle-to-Network (V2N). These links

are bidirectional.

Vehicle 

Pedestrain

Road Side Unit (RSU)

Application server

Vehicle 

V2V

V2I V2P

V2N

Figure 2.3: C-ITS communication architecture

2.1.3 The Deployment of C-ITS Applications

For the initial deployment of standards, the C-ITS has offered the different applica-

tions using V2X communication. ETSI has categorized them into three main cat-

egories: road safety, traffic management, and user infotainment as shown in Table

2.1 [39]. Major applications listed in the Table 2.1 are discussed in the following

subsections.
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Table 2.1: Application and Selected Use Cases [18]

Application
class

Use cases Message type Max. Delay

Active road
safety

Forward collision warning

Lane change warning

Intersection collision
avoidance

Left-turn collision warning

Emergency brake light

Post-crash warning no-
tification

Approaching emergency
vehicle

Emergency multimedia

CAM (V2V)

CAM (V2V)

CAM (V2V)

CAM (V2V)

DENM (V2V

DENM (V2V)

DENM (V2V)

DENM (V2V)

0.1s

0.1s

0.1s

0.1s

0.02s

0.5s

0.5s

20s-60s
Cooperative
traffic man-
agement

Enhanced route guidance

Optimal traffic signal
timing

Traffic signal violation
warning

CAM (V2I)

CAM (V2I)

CAM (V2I).

1s

1s

1s

User infotain-
ment

Downloading music

Multi-player games

Media streaming

Electric Vehicle Charg-
ing

Restaurant booking

DENM (V21)

DENM (V2I)

DENM (V2V)

DENM (V2V)/(V2I)

DENM (V2I)

1s-5s

0.1s-1s

1s-5s

1s-5s

1s-5s
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2.1.3.1 Safety Applications

The design aim of safety applications is to assist road users with up-to-date infor-

mation of the surrounding traffic to avoid dangerous situations or accidents. As the

aim of VANETs is to improve road user safety, these applications impose strict delay

requirements as shown in table 2.1. There are two types of vehicular safety messages:

periodic messages and event-triggered [3]. The periodic safety messages are called

Cooperative Awareness Messages (CAMs) and are also known as beacons. These are

short messages containing the basic information about the vehicle, such as its loca-

tion and speed. These messages are generated periodically to neighbouring vehicles

to increase their awareness of their environment. As can be seen from Table 2.1,

forward collision, lane change, intersection collision and left-turn collision warning

applications require the periodic exchange of safety messages.

Figure 2.4: General CAM structure [3]

Fig 2.4 illustrates the structure of a CAM as specified by ETSI EN 302 637

[3]. A CAM consists of one common ITS Protocol Data Unit (PDU) header and

multiple containers. The ITS PDU header is a common header that includes the

information from the protocol version, the message type and the ITS-S Identity (ID)

of the originating ITS-S [30]. A CAM contains multiple container such as one basic

container, one high frequency container, and also include one low frequency container.

The basic container contains the basic information and the high frequency container
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contains highly dynamic information about the originating ITS-S respectively. The

low frequency container contains static and slightly dynamic information about the

originating ITS-S [30] [3].

Figure 2.5: General DENM structure [3]

Event-triggered messages called Decentralized Event Notification Messages (DENM)

are generated in the case of hazardous events on the road, and report to other ve-

hicles. Fig 2.5 illustrates the structure of a DENM as specified by ETSI EN 302

637 [3]. For example, if a vehicle on the road, suddenly applied the brake, an emer-

gency warning message also know event-driven safety message or DENM is instantly

generated and need to propagated to alert other neighbouring vehicles within the

proximity. Depending on the vehicular application type, a DENM message may also

need to transmit over long distances by multi-hops communication [18].

2.1.3.2 Traffic Management Applications

The design aim of the traffic efficiency applications to reduce travel time, fuel con-

sumption and air pollution and traffic congestion. Similar to infotainment appli-

cations, the traffic efficiency applications have fewer delay requirements. However,

higher delay and packet loss can affect the performance of traffic efficiency applica-

tions [40]. For example, floating car data (FCD) service [20] where data are collected

by vehicles and external sensors, and are periodically transmitted to remote manage-

ment servers.



2 Vehicular Ad Hoc Networks - Overview and Modeling 24

2.1.3.3 User Infotainment and Other Applications

The infotainment applications listed in Table 2.1 have fewer delay requirements and

offer higher latency in the order of few seconds [18]. However, depending on the

infotainment applications, such as YouTube watching, music download and live media

streaming [41] the amount data to be shared is large and require a low maximum

latency of 0:1s to 1s [42]. For some infotainment applications such as electric vehicle

charging, new movies, product promotions, the RSUs need to be installed at suitable

places at the road to maximum delay requirements.

Fig. 2.6 shows the different stages of the C-ITS application deployment. Phase

1 application includes a sustainable set of use cases specified to operate under low

market penetration with a manageable level of complexity to support traffic warn-

ing/efficiency applications without automated tasks. These applications include both

V2V and V2I exchange of basic safety and traffic efficiency warnings.

Figure 2.6: Deployment Stages of C-ITS Applications

In phase 2, the complexity of C-ITS applications will increase with the higher

penetration of equipped vehicles and the larger roadside infrastructure coverage to

include advanced warnings for crash avoidance and hard safety services.

In phase 3, successive transitions will ultimately lead to C-ITS applications to

converging towards the platooning structure. Platooning is a cooperative driving

pattern for a group of vehicles with a common path, in which a following vehicle
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maintains a small and nearly constant distance to the preceding one [43]. In classic

platooning applications, an Adaptive Cruise Control (ACC) system uses on-board

sensors (e.g., radars or lasers) to detect the distance from the preceding vehicle and

autonomously adjust the speed.

Figure 2.7: Level of Automated Driving [4]

In phase 4, the automated driving application has emerged as a technology evo-

lution of vehicles and attract many researcher in industry and academia. Work is

already under progress in ETSI to enhance the basic versions and develop the next

package (Release 2) of C-ITS standards. Automated driving does not necessarily

mean that the vehicle becomes-human driverless; instead, different levels of automa-

tion can be distinguished [44]. As illustrated in Fig. 2.7, human assistance is still

needed to monitor the surroundings up to level 2. It is assisted in some of the driving

tasks (level 1) or the automated driving system executes some driving tasks, such as

steering, acceleration/deceleration (level 2). In fact, to achieve automation at levels

1 and 2, the use cases of V2X communication in Release 1 play an important role.

At higher automation levels, two vehicular applications can be considered such as

dissemination of sensor data message which carry information of the vehicle such

as current speed, positions, topology and status information of road segment and

cooperative maneuvering where safety margin need to add into planned trajectory
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by automated vehicle’s control system, due to uncertain behaviour of neighboring

vehicles.

2.1.4 Future Vehicular Network Requirements

Traffic management systems are constantly evolving to improve road traffic services

and the safety of road users. Recently, the 3GPP introduced a number of vehicular

network use cases, Release 14 [45] for future vehicular networks. The study showed

that vehicular network requirements have evolved over time. Previously, vehicular

networks were developed mainly to support safer vehicle movements and reduce traffic

congestion. However, future vehicular networks are being planned to support a range

of basic and enhanced services. Some of the future suggested services are listed

below. The following list shows that future vehicular network requirements have

been extended to include several smart city services such as parking management

services, pedestrian services and vulnerable road user safety. Some of the service

characteristics are briefly summarized in Table 2.2.

• Forward collision warning (FCW)

• Control loss warning (CLW)

• Emergency vehicle warning

• V2V emergency stop

• Cooperative adaptive cruise control (CACC)

• V2I emergency stop case

• Queue warning

• Road safety services
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Table 2.2: Application and Selected Use Cases

Service Main purpose Communication Mode Service Requirements
Forward colli-
sion warning

The FCW service has been
proposed to warn the driver
of a Host vehicle (HV)
about an impending rear
end collision with a Re-
mote Vehicle (RV) or vehi-
cles. The FCW service can
help reduce collisions.

HV and RV communicate
using V2V transmission
mode.

Periodic broadcast CAM
message, support high mo-
bility, early warning mes-
sage.

Control loss
warning

The CLW service enables
an HV to broadcast self-
generated loss of control
message to RVs. Upon
receiving the message RVs
warn drivers for appropriate
action(s).

HV and RV communication
using V2V services.

Communicate messages
over a distance to generate
warning message with am-
ple time to respond. Event
based broadcast message.

Emergency
vehicle warn-
ing

This service enables all
vehicles to acquire loca-
tion, speed and direction
information of surrounding
emergency vehicle(s) to as-
sist smooth movement of
emergency vehicles.

V2V communication using
LTE-D2D

Event based CAM message
broadcast to cars within
300-500 meters.

Cooperative
Adaptive
Cruise Con-
trol (CACC)

The CACC service provides
convenience and safety ben-
efits to group of vehicles in
close vicinity. Can be used
for platooning structure.

Mainly V2V services, but
V2X communication can
also be used to obtain for-
ward traffic flow informa-
tion

The service can support a
maximum latency of 1sec
and a maximum frequency
of one message per second.

Queue Warn-
ing

This service allows vehi-
cles to receive forward road
queue warning messages.
Road user safety can be sig-
nificantly increased by using
this service.

V2V and V2I communica-
tion services.

Able to transmit and re-
ceive V2I messages with a
maximum relative velocity
of 160 km/h. Support an
appropriate communication
range necessary for early
warning.

Road safety
services

Using this service, V2X
messages are delivered from
a UE to other UEs via an
installed RSU (Road Side
Unit).

V2X and V2I services. A V2X message should be
delivered within 100 ms via
an RSU with low delivery
loss. An RSU should be
able to transmit V2X mes-
sages at a maximum fre-
quency of 10 Hz.

Curve speed
warning

This application sends alert
messages to the driver to
manage possible blind spot
or the curve at an appro-
priate speed. An RSU
is placed before a curve
to transmit information
such curve location, recom-
mended speed, curvature,
road surface conditions.

RSU-based I2V and V2I
services.

I2V message transmission
with a maximum latency of
1 sec and maximum fre-
quency of 1 message per sec-
ond.

Vulnerable
road user
safety

This service should alert
drivers about presence of
other road users such as
pedestrians, cyclists and
other vulnerable road users.

This service can be sup-
ported by using V2X and
V2P services.

Should support variable size
CAMs. Maximum latency
support of 100 ms
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• Automated parking system (APS)

• Wrong way driving warning (WDW)

• V2X message transfer

• Pre-crash sensing warning

• V2X services in areas outside network coverage

• V2X road safety services via infrastructure

• V2N traffic flow optimisation

• Curve speed warning

• Warning to pedestrian messaging

• Vulnerable Road User (VRU) safety

The above table shows that communication needs and service requirements of

future vehicular networks are quite diverse with variable QoS requirements. It is

expected that over time, the service categories will grow and their requirements will

evolve.

2.2 Current Communication Standards and Their Limitations

in C-ITS

Despite the fact that researchers have achieved significant progress on the VANETs

study, there are still some challenges to overcome and problems to examine further.

More and more vehicles are connected to the Internet and to each other, driving

new technological transformation in a multidisciplinary way. Although the main

high-speed wireless access technologies and standards have been proposed for use in
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Figure 2.8: Main communication technologies and standard supporting C-ITS ap-
plications

VANET connectivity, delivering appropriate levels of service remains a challenge in

term of low latency, higher throughput, and increased reliability. The evolutionary

path of communication technologies and standards is in supporting the requirements

of C-ITS applications as shown in Fig. 2.8. However, it is open to question that

which communication standard is capable of meeting the requirement of different

applications.

2.2.1 IEEE 802.11p

The traditional IEEE 802.11 has been extended to cope with a highly mobile environ-

ment such as quickly varying network topologies [46]. In 2012, 802.11p was included

in the overall IEEE 802.11 standard. Several field operational tests were conducted to

demonstrate suitability of IEEE 802.11p as a wireless access technology for vehicular

communication in real traffic scenarios [31] [47] [48]. The IEEE 802.11p standard is

responsible for the functionality of the PHY and MAC layers of the protocol stack.

The operation of the PHY and MAC layers of IEEE 802.11p is briefly presented in

following sections:
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2.2.1.1 PHY Layer

In order to cope with the specificities of the vehicular environment, the 802.11p PHY

layer uses Orthogonal Frequency Division Modulation (OFDM) with 52 subcarriers

and 10-MHz-wide channels to cope with the doppler spread and the inter-symbol

interference caused by multi-path fading [5]. The main features of 802.11p PHY

layer are discussed below [49].

2.2.1.2 Channelization and Power Constraints

A band named ITS-G5 of 50 MHz around the frequency of 5.9 GHz is reserved [49]

for the vehicular applications in Europe. ITS-G5A is a 30 MHz-wide band intended

to support safety applications. The remaining band of 20 MHz, ITS-G5B, includes

the frequencies from 5.855 to 5.875 GHz and is dedicated to non-safety applications.

In the USA, in 1999 the Federal Communication Commission (FCC) reserved a

band of 75 MHz from 5.850 to 5.925 GHz for the Dedicated Short Range Commu-

nications (DSRC) based vehicular communication. There are seven 10 MHz-wide

communication channels are available (numbered with even numbers from 172 to

184) in the spectrum: one Control Channel (CCH) and six Service Channels (SCHs).

There is also a guard-band of 5 MHz is introduced in the lower portion of the DSRC

band [49].

Figure 2.9: IEEE 802.11p/DSRC channel allocation [5]

The channel allocation for DSRC communication is shown in Fig. 2.9. For each
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channel a transmission power 33 dBm limit is fixed. However in order to overcome

interference problem at long distances, some vehicular applications might need to

limit the transmission power to within a range from 10 to 20 dBm. Channel 178 is

used as a Control Channel for the transmission of safety information and advertise-

ments about the services provided on the SCHs. The SCHs 174, 176, 180, and 182

are utilize for user infotainment, and traffic management applications. The channels

172 and 184 were intended for public safety applications. It is possible to join two

adjacent 10 MHz Service Channels in order to operate on 20 MHz-wide channels.

After several years, the FCC issued new rules for the use of SCHs in 2006 [46].

According to the FCC, Channel 172 is designated for vehicle-to-vehicle safety com-

munication, which involves vehicles exchanging messages in order to avoid road acci-

dents. Channel 184 will be used for public safety applications and will be broadcast

at a higher power (up to 40 dBm) to cover longer distances.

2.2.1.3 MAC layer

The MAC layer [6] standard provides two QoS mechanisms to meet the strict delay

requirements and improve the reliability of real-time applications [6].

• The first mechanism is called Enhanced Distributed Channel Access (EDCA).

The EDCA is a distributed mechanism which transmits traffic according to

user priorities (User Priorities) (UPs) .

• The second mechanism is centralized and is designated as a Hybrid Coordina-

tion Function Controlled Channel Access (HCCA). It allows the reservation of

permissions transmission (Transmission Opportunities (TXOPs)) [6].

To maintain necessary QoS in consistently changing network resource require-

ments and dynamic propagation conditions, the MAC layer provides two types of
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Figure 2.10: Mechanism DCF [6]

function: the function Point Coordination Function (PCF) and the Hybrid Coordi-

nation Function (HCF) through the Distributed Coordination Function (DCF). The

DCF is described in the following section.

2.2.1.4 CSMA/CA in 802.11p

Distributed Coordination Function (DCF) as shown in Fig. 2.10 is based on Carrier

Sense Multiple Access with Collision Avoidance mechanism (CSMA/CA). Each sta-

tion is required to access contention before accessing the channel. This contention

process is repeated for all waiting frames in the queue at the MAC layer. According

to the EDCA [6] process, application messages are classified into one of four queues

based on their priority level. Each queue accesses the transmission medium using the

traditional CSMA/CA mechanism, but the CSMA/CA parameters (backoff, etc.)

vary from queue to queue in order to support frames with high priority.

A Clear Channel Assessment (CCA) scheme works for CSMA/CA. The CCA

is depends on the MAC protocol and the terminal settings. The CCA mechanism

ensures that the minimal distance between concurrent transmitters. If the receiver

is beyond the transmitter’s radio range, there would be limited interference at the

receiver. It also restricts the number of concurrent transmitters, and the number of

frames that can be transmitted per second. As a result, the spatial reuse imposed

by the CCA mechanism and network capability are inextricably linked.
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In Fig 2.10 [6], a wireless station or vehicle intending to transmit data performs

channel sensing to ensure that the channel is idle [46]. The medium access prior-

ity is controlled by the use of time slots Inter-Frame Space (IFS) which separate

the frames transmissions. Three IFS intervals are specified in the standard: Short-

IFS (SIFS), Point Coordination Function-IFS (PIFS) and Distributed Coordination

Function (DIFS).

When the station detects that the channel is free, it transmits a data frame. When

the data frame is transmitted, the frame duration field is used to notify the other

stations of the time during which the medium is busy. When the station detects that

the channel is busy, it waits until the channel is free during DIFS. Then, it select

the random backoff integer value Contention Window (CW). This period of backoff

is decremented at each time slot as the channel is free for the Contention Window

CW period:

• If the channel becomes busy during the process the backoff is suspended.

• If the backoff value reaches zero, the station transmits the data frame.

• If two stations have a backoff period equal to zero simultaneously, a collision

then occurs. Each station should generate a new backoff time.

• If the channel becomes busy and backoff time has not reached zero, the station

freezes the backoff time.

• Contention window size is intially set to CWmin

• After failed transmission, the size of the contention window is increased by

2(CW+1) until it reaches CWmax

• After every successful transmission, the contention window size is reset to

CWmin
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2.2.1.5 Limitations of IEEE 802.11p Supporting C-ITS

The enhancement at the PHY and MAC layers enables 802.11p cope with a highly

mobile vehicular environment and deal with harsh propagation conditions. However

the decentralized nature of IEEE 802.11p imposes limitations on the reliability and

scalability of the standard.

1. Reliability:

The use of reliable routeing protocols for communication are needed for reli-

able communication among communication stations. Reliability is define as the

capacity of routeing protocol to be robust enough for the frequent path distri-

bution caused by vehicle mobility and deliver improved throughput and better

packet delivery ratio. Decentralized channel-access mechanisms and commu-

nication over the varying channel conditions affect the reliability of the IEEE

802.11p standard. In [50], the authors discuss the problem of spectrum access

to deal with channel dynamics due to highly mobile nodes. A CSMA/CA design

to support concurrent transmissions by allocating the channel for every bea-

con interval, However proposed technique is inadequate for fast-fading VANET

environments. A MAC based on opportunistic spectrum access, which selects

a channel for each transmission, is unable to provide a fair share of spectrum

among devices.

1. Scalability:

Furthermore, scalability is identified as one the major problems for the use

of 802.11p in vehicular communications. Design of the road and traffic safety

applications has to take into account the limitation of IEEE 802.11p. The

limitation is mainly comes from the the 802.11p Mac layer (CSMA/CA) rules to

access the medium. As channels are shared, communication nodes, sufficiently



2 Vehicular Ad Hoc Networks - Overview and Modeling 35

far from each other, can emit at the same time. This limits the capacity of

IEEE 802.11p to meet the requirements of road and traffic safety applications

in high density scenarios. The capacity is defined here as the maximum number

of frames per second that the network is able to send.

Figure 2.11: Example of concurrent transmissions: Only orange vehicles are allowed
to transmit frames at the same time

Fig. 2.13 presents an example where all vehicles intend to transmit their data

frame. However according to the MAC layer rules of the 802.11p standard, vehi-

cles (coloured in orange in the figure) will be allowed to transmit their frames in

such a way that distances between concurrent transmitters are large enough to

avoid interference. The capacity of system is related to these distances as they

limit the number of simultaneous transmitters. Thus, even though the 802.11p

standard performs well in low density scenario, it doesn’t have the capacity to

accommodate a large number of users when the traffic density increases.

As stated, the 802.11p standard can be a very good candidate for vehicular com-

munication; however, due to its limitation related to reliability and scalability, a

search for an alternative communication protocol which can either assist or replace

802.11p would be useful for the development of future vehicular and ITS networks.

2.2.2 LTE/LTE-Advance Standard

In Release 8-9, the 3GPP introduced the Long Term Evolution (LTE) standard that

enhanced the performance of the IP domain of the networks. The LTE standard
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Figure 2.12: LTE network architecture

provides new features such as variable bandwidth per carrier and carrier aggregation

to design radio network. In Release 10, the 3GPP introduced a new version of LTE

called LTE-Advance. In this section, we give a brief briefly overview the the LTE

architecture and present the new features that have been available in LTE-Advance.

Fig. 2.12 shows that the overall LTE architecture consists of two parts: the

evolved UMTS terrestrial radio access network (E-UTRAN), which is the radio ac-

cess part of LTE, and the Evolved Packet Core (EPC) which encompasses all core

network entities. The radio access network is consists of Users Equipment (UE) and

base stations which are called evolved NodeBs (eNBs). The LTE-Advance is used

the OFDMA (Orthogonal Frequency Division Multiple Access) technology in down-

link, and the space-division–time-division multiple access (SD-TDMA) in uplink to

support multipath fading scenarios.

On other hand, the LTE core network, EPC, is composed of three main entities:

the Mobility Management Entity (MME), the Serving Gateway (S-GW), and the

Packet Data Network Gateway (PDN-GW). The major task of the MME are: mo-

bility management, paging, location update and authentication of users using Home

Subscriber Server (HSS). The S-GW act as a router and is responsible for data for-
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warding between eNBs and PDN-GW and is also responsible for charging by working

with the Policy and Charging Rules Function (PCRF). The PDN-GW is the gateway

that allows communication with outside data networks such as internet, IP Multi-

Media Subsystems (IMS) and third party application servers. In cellular networks,

Evolved Multimedia Broadcast Multicast Services (eMBMS) supports different trans-

mission modes such as multicast and broadcast transmissions over the LTE licensed

spectrum [51].

2.2.2.1 Protocol Architecture

Fig. 2.13 illustrates the LTE protocol stack between eNodeB and UE [8]. The

protocol stack is composed of three layers, commonly called layers 1, 2 and 3 presented

below:

1. Physical layer:

Figure 2.13: Protocol architecture around the LTE PHY layer [7] [8]

The LTE physical layer design supports two types of frame. The type 1 frame is

used for Frequency Division Duplex (FDD) mode, presented in Fig. 2.14. Fig.

2.15 shows the type 2 structure used for Time Division Duplex (TDD) mode.

The duration of the LTE frame is 10 ms, equivalent to 10 subframes (each 1

ms long). In FDD mode, each subframe consists of two concatenated slots of

0.5 ms long. In TDD mode, the radio frame with total length of 10 ms divided
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into two half-frames of 5 ms. Similarly, the FDD, each subframe of the type

2 frame structure also consists of two slots of 0.5 ms in length. As shown in

the Fig 2.15, the special subframe are included in the half-frame. Each special

subframes are used for switching from downlink to uplink and includes three

field: DwPTS (Downlink Pilot Time Slot), GP (Guard Period) and UpPTS

(Uplink Pilot Time Slot).

Figure 2.14: Frame structure type 1 [9] [8]

Figure 2.15: Frame structure type 2 [9] [8]

Fig 2.16 shows a resource grid which is represented by one subframe in time

domain and full carrier bandwidth in the frequency domain. In the resource grid

the smallest element called Physical Resource Block (PRB), can be allocated to

a user by eNodeB. The number of resource blocks for both uplink and downlink

are depends on the different channel bandwidth of the LTE network. Table 2.3

shows the PRB configuration for different channel bandwidths. Each PRB is a

set number of Resource elements (REs) which is smallest block in the resource

grid. Table 2.4 presents the list of physical channels. Each physical channel

has specific tasks for the successful data transmission on uplink and downlink.

The number of RB required by the user to transmit the data packet depends

on the physical layer Modulation and Coding Schemes (MCS). The possible
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Figure 2.16: Resource grid [9] [8]
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modulation schemes are 4-QAM, 16-QAM, and 64QAM. LTE can also support

diffrent bit rates using proper MCS-based on the channel conditions that each

user experiences.

Table 2.3: Resource Block Configuration [9]

CHANNEL 1.4 3 5 10 15 20
Number of RBs 6 15 25 50 75 100

Table 2.4: Physical Channels [8]

PBCH Physical Broadcast Channel Downlink
PMCH Physical Multicast Channel Downlink
PDCCH Physical Downlink Control Channel Downlink
PUCCH Physical Uplink Control Channel Uplink
PDSCH Physical Downlink Share Control Channel Downlink
PUSCH Physical Uplink Share Control Channel Uplink
PCFICH Physical Control Format Indicator Channel Downlink
PHAICH Physical Hybrid ARQ Indicator Channel Downlink
PRACH Physical Random Access Channel Uplink

2. Medium Access Control:

The Medium Access Control level (MAC) is the scheduler. Its goal is to dis-

tribute the available resources PRBs among the UEs. There are various resource

distribution schemes, such as Round Robin (RR), First-in-Firt-Out (FIFO),

Max rate, Proportional Fair (PF), Modified-Largest Weighted Delay First (M-

LWDE) and Exponential/Proportional Fair (EXP/PF). The centralized LTE

scheduler assignments may take into account several metrics, such as the chan-

nel condition, mobility, and user priority, to improve the reliability of data

transmission. The resource allocation scheme recommence with every Trans-

mission Time Interval (TTI).
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2.2.2.2 Limitations of LTE/LTE-Advance Supporting C-ITS

• Due to the centralized nature of the cellular network, end-to-end transmission

increases due to messages passing through infrastructure nodes before being

redistributed back to destination vehicles [52].

• Low capacity in both uplink and downlink directions to accommodate the mas-

sive amount of small packets frequently generated by vehicles in high-density

scenarios. For vehicular safety services using LTE network, it is always recom-

mended by the network to keep the vehicles that send periodic CAMs always in

connected mode, which makes the network more congested and creates trans-

mission delay due to the lack of resources to support a number of vehicles at a

time.

• Current resource allocation scheme may be insufficient for the uniqueness of

road safety applications and the coexistence with human-type communication

over the same spectrum.

LTE technology has been identified to support vehicular network services using

V2X architecture. As mentioned in the previous section, the V2X communication

services include four different modes of communication (V2V, V2I, V2P, and V2N).

These links are bidirectional. 3GPP study groups in collaboration with transport

industries have started standardization activities on LTE-based vehicular networks

in working group 1. After several studies and developing several initial specifica-

tions on V2X services based on LTE, Release 14 was published in 2017 [8]. The

standard was further developed in Release 15 in 2018 supporting enhanced V2X net-

working features. The 3GPP specifications did not allocate any specific frequency

band to support V2X services. ETSI European Telecommunications Standard Insti-

tute (ETSI) has allocated a 70 MHz spectrum in the 5.9 GHz band in which there is
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no overlap between V2X and conventional cellular network services. This separation

of operating frequency will enable different operators to provide vehicular network

services independent of conventional mobile operators. The 5.9 GHz LTE band will

allow the system to coexist with IEEE 802.11p-based systems. However, mobile op-

erators can also use the licensed band to support V2X services. V2X services can use

the conventional air interface as well as the newly developed D2D interface using the

sidelink channel. The D2D communication architecture is briefly introduced in the

following section.

2.2.3 LTE-D2D standard in 3GPP Release 12

Table 2.5: PC interfaces

Interface Main functions
PC1 The ProSe application server can communicate towards a ProSe application in

the UE through the interface.
PC2 The ProSe application server can communicate with the ProSe function through

this intreface.
PC3 The ProSe function can connect to the UE through the PC3 interface.
PC4 The ProSe function connects with Evolved Packet Core (EPC) in the network

through PC4 interface
PC5 A PC5 interface enables direct communication between two UEs.
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The LTE-V2X architecture has been developed to support diverse vehicular net-

work services as discussed above. The architecture uses the new air interface PC5

along with the conventional Uu interface to support various services. The PC5 in-

terface can offer enhanced network services, such as device-to-device communication,

normally supported by the ad hoc network architecture. The device-to-device com-

munication service was introduced in Release 12 which was originally developed for

safety services [10]. The LTE Release 12 architecture is shown in Fig. 2.17. The fig-

ure shows a new service function, the ProSe (Proximity Service) located in the EPC

(Evolved Packet Core) which allows the devices to discover peer devices for D2D

communication services. The ProSe function allows users to directly communicate

and exchange data with neighbouring devices by sending a registration message to

the eNB with a ProSe application ID. The eNB organizes the communication be-

tween the devices using the control channels. Once the communicating devices are

matched by the eNB, they can directly communicate using the PC5 interface, as

shown in fig. 2.17. The PC interface functions are summarized in Table 2.5. Detail

of these interfaces can be found in [53].

The channels in the Uu and PC5 interfaces are organized as logical, transport

and physical channels. Fig. 2.18 shows the mapping structure of these channels used

for sidelink communication in the LTE standard. There are two logical channels

introduced for sidelink communication; the first is the SL Traffic Channel (STCH)

and second is the SL Broadcast Control Channel (SBCCH). The STCH is an interface

to the Physical SL shared Channel (PSSCH), which transports the data carrying

user information over the air. The SBCCH is used to broadcast control data, for

synchronization in the out-of-coverage or partial coverage or for the synchronization

between UEs which are located in different cells. There is also a Transport and

Physical Sidelink Control Channel carrying the SL Control Information (SCI). There

is a new transport and physical channel for direct discovery: Sidelink Discovery
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Channel (SL-DCH) and the Physical Sidelink Discovery Channel (PSDCH).

2.2.4 Enhanced C-V2X Architecture in 3GPP Release 14 for V2X

Communication

The 3GPP Release 14 focus on the support of V2V by the Evolved Packet Sys-

tem (EPS) with the aim to support advance automotive use case. Recently, several

fundamental modifications have been carried out to enhance the PC-5 interface in

Release 14 to support V2X operational scenarios and requirements. The sidelink

LTE-V2X employs Single Carrier Frequency Division Multiple Access (SC-FDMA),

which permits the UE to access radio resources in both time and frequency domains.

In the frequency domain, the subcarrier spacing is fixed to 15 kHz and subcarriers

are utilized in groups of 12 (i.e., 180 kHz). To support different V2X operational

requirements, the transmission channels may use a higher carrier frequency of 6 GHz

with very high relative velocity. However, due to the high relative velocity and the

use of higher carrier frequency, inter-carrier interference (ICI) due to higher Doppler

shift and insufficient channel estimation due to shorter coherence time could be a

problem compared to the legacy 3GPP systems.

To improve the performance in the presence of high Doppler shift, the sidelink
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interface has been tuned to counteract the severe Doppler shift experienced at high

speed. In the time domain, additional Demodulation Reference Signal (DMRS) sym-

bols have been added in one sub-frame to handle the high Doppler shift associated

with relative speeds of up to 500 km/h and the use of a higher carrier frequency [54].

The new sub-frame structure is illustrated in Fig 2.19. Fourteen symbols form a sub-

frame of 1 ms, also called transmission time interval (TTI), and include nine data

symbols, four Demodulation Reference Signal (DMRS) symbols, and one empty sym-

bol for Tx-Rx switch and timing adjustment. The LTE-V2X has a large number of

modulation and coding schemes (MCS), with 4-QAM and 16-QAM modulations, and

an almost continuous coding rate. The minimum radio resource allocated to an LTE-

V2X link is the subchannel in the frequency domain, corresponding to a multiple of

the 12 subcarrier groups, and the TTI in the time domain. One packet normally oc-

cupies one or more subchannels in a TTI. To improve the system-level performance

under high node density while meeting the latency requirement of a V2V link, a

new classification of scheduling assignment and data resources is designed where the

scheduling assignment is transmitted in a sub-channel using specific Resource Blocks

(RBs) across the time. More specifically, each data packet, also known as Transport
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[12]

Block (TB) has an associated control message called Sidelink Control Information

(SCI). TB and the associated SCI must be transmitted in the same subframe but

can be allocated adjacent and non-adjacent resource blocks.

Fig. 2.20 depicts the overall network architecture enhancement in Release 16 for

V2X services [13]. Two new entities are introduced: the V2X Application server and

the V2X control function to support the V2X services. The V2X Control Function

is the logical function that is used for network-related actions required for V2X. It

may also obtain the parameters required for V2X communications from the V2X

Application Server. It is also provisions the UEs with Public Land Mobile Network

(PLMN) specific parameters that allow the UE to use V2X in this specific PLMN.

The V2X Application server incorporates the V2X capability for building application

functionality. It is responsible for receiving uplink data from the UE in the unicast

mode, providing the parameters for V2X communications over the PC5 reference

point to V2X Control Function. As per the network architecture, several new refer-

ence points (or interface) have been introduced. The roles of V2X reference points

are summarized in Table 2.6.
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Table 2.6: V2X interfaces

Interface Main functions
V1 The V2X application server can communicate towards a V2X application in the

UE through V1 interface.
V2 The V2X application server can communicate with the V2X control function

through V2 interface. The V2X application server may connect to V2X control
function belonging to multiple PLMNs.

V3 The V2X control function can connect to the UE through the V3 interface.
V4 The V2X control function connects with entity Home Subscriber Server (HSS)

in Evolved Packet Core (EPC) in the 3GPP network through V4 interface.
V5 A V2X application in UE can communicate towards a V2X application in differ-

ent UE through V5 interface.
SGi An EPC can connect to the V2X application server through SGi interface.
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Figure 2.21: V2X communication mode defined in release 14 [13]

To support the V2X communication, Release 14 introduced the new communica-

tion modes (Mode 3 and Mode 4) as shown in Fig. 2.21. Mode 1 from Release 12

was enhanced to Mode 3 for V2X communication, similarly, Mode 2 from D2D was

enhanced to mode 4 for V2X. In Mode 3, the UEs resource reservation and schedul-

ing are performed by the eNB, while in Mode 4 the UEs choose the radio resources

autonomously. Mode 3 algorithms are not defined in the specifications and their

implementation is left to vendors. In contrast, Mode 4 can operate without cellular

coverage and is therefore considered as the baseline V2V mode since safety applica-

tions cannot always depend on the availability of cellular coverage. In mode 4, also
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known as autonomous or out-of-coverage, each node selects the resources based on a

sensing procedure and a Semi Persistent Scheduling (SPS) mechanism. Mode 4 in-

cludes a distributed scheduling scheme for vehicles to select their radio resources and

includes the support for distributed congestion control. The detailed description by

3GPP for Mode 4 algorithm is presented in [54] [12]. The Global Navigation Satellite

System (GNSS) is introduced to provide accurate timing and frequency references in

the off-coverage scenario.

2.3 Next Generation Wireless Technologies Standard for V2X

Communication

In this section, we present an overview of the evolution of the IEEE 802.11p and

LTE-V2X communication standards for next generation V2X communication, named

IEEE 802.11bd and 5G-V2X.

2.3.1 IEEE 802.11bd

In March 2018, the IEEE standards association introduced Next Generation V2X

Study Group for the development of 802.11 technology to meet the requirements

of advanced V2X services discussed in section 2.1.4, such as vehicle platooning, ad-

vanced driving, Cooperative adaptive cruise control(CACC), Automated parking sys-

tem (APS), remote driving, Control loss warning (CLW). In January 2019, the IEEE

802.11bd Task Group was introduced with some of the primary design objectives of

802.11bd are given below [55] [56]:

• Ensure a smooth transition from the “legacy” IEEE 802.11p-based systems to

the new standard. This is achieved using a congenial waveform structure and a

well-known channel access mechanism, “listen-before-talk” (i.e., carrier sensing).
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• Improve the MAC throughput (twice of that IEEE 802.11p) with relative ve-

locities up to 500 km/hr.

• Achieve twice the communication range of 802.11p.

• OFDM numerology re-design: definition of new optimized tone spacing and

guard interval duration to better cope with 5.9 GHz frequencies and high-speed

mobility.

• MIMO diversity through STBC codes or cyclic shift diversity (CSD).

Advances in IEEE 802.11bd can support legacy IEEE 802.11p and profit from

previously deployed stations. The final version of IEEE 802.11bd might be available

on December 2021.

2.3.2 New Radio(NR) V2X: The evolution of C-V2X

The first steps towards 5G and new radio (NR) have been done inside Release 15,

frozen in March 2019. 5G NR will provide enhancements in future releases to sup-

port next generation V2X communications. In the following sections, we will briefly

present the key features of the latest 3GPP releases 15, 16 and 17 to support the

advanced applications with more stringent requirements (such as platooning and ad-

vanced driving).

2.3.2.1 3GPP Release 15 FOR V2X

Release 15 [21] specified a service-based approach for the 5G Core Network (5GC), a

and support for data connectivity over NR and LTE access technologies. It provides

new functionalities to enhance mobility, QoS, traffic steering, and network slicing.

Release 15 introduces additional, and Release 14 compatible, key enhancements in

RAN for the appropriate support of Enhance V2X (eV2X) services by [57]:
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• It provides support for the 64-Quadrature Amplitude Modulation (QAM) tech-

nique.

• It offers the Carrier Aggregation (CA) technique for the sidelink transmis-

sion (both in Mode 3 and Mode 4). Carrier aggregation allows multiple MAC

PDUs to be transmitted in parallel on different carriers and offer a throughput

increase comparable to CA for the Uu interface. Carrier aggregation also allow

transmission of the same Packet Data Convergence Protocol (PDCP) packet

simultaneously over multiple sidelink carriers and helps to enhance reliability.

To improve reliability, sidelink packet replication is explicitly implemented by

the CA algorithm..

• Communication Mode 4 supports the CA technique, with synchronisation mech-

anisms for multiple carriers that compose the Component Carrier (CC). It also

contributes with new power-sharing rules and the introduction of resource-

synchronization priorities.

• It offers radio resource pool sharing between Mode 3 and Mode 4 UEs. Sidelink

Control Information (SCI) messages can be modified for optimized behaviour

under resource pool sharing.

• It supports four sets of more advanced low-latency communication scenarios:

vehicle platooning, advanced driving, extended sensors and remote driving.

2.3.2.2 3GPP Release 16 FOR V2X

In March 2017, 3GPP introduced the Release 16, which defines the 5G supporting

role for the coexisting the New Radio (NR) and the LTE sidelink. Release 16 added

several key functionalities in Radio Access Network (RAN), given below [57]:
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• Introduces a sidelink congestion control similar to LTE V2X, to be used with

Mode 2 in the NR V2X.

• Provides a Physical Sidelink Feedback Channel (PSFCH), a Phase-tracking

reference signal (PT-RS) and a Channel state information reference signal (CSI-

RS) to support sidelink transmission.

• Supports Hybrid Automatic Repeat Request (HARQ) based on transmission

of positive and negative acknowledgments for sidelink unicast and groupcast

services, and blind re-transmission schemes.

• Configure the UE with one active sidelink sidelink Bandwidth Part (BWP)

when connected to a gNB, and the same is used for the idle mode or out-of-

coverage operation.

• Provides support for performing NR sidelink transmission and reception during

handover and cell reselection.

• Supports roaming, inter-PLMN opreations, broadcast mode, groupcast mode

and unicast mode through the NR PC5 interface.

• Introduces Cross-Radio Access Technologies (Cross-RAT) operation for sidelink

communications between a cross-RAT UE in a LTE or a NR cellular network.

• Supports the joint operation of the LTE V2X and the NR V2X, with either a

Next Generation eNB (NG-eNB) or an eNB controlling and configuring the UE

for V2X communications through any sidelink RAT.

• Introduces of Multi-RAT Dual Connectivity (MR-DC) for the joint operation

of the LTE V2X and the NR V2X.
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2.3.2.3 3GPP Release 17 and Sixth Generation (6G) for V2X

The 3GPP introduced work items in Release 17 to improve the specifications already

standardized in Release 16. Release 17 will focus on the further development of

sidelink-based relaying technique already standardized in Release 16 to improve the

coverage and power efficiency of the devices. Improvements in Release 17 will enable

the use of sidelink communications in out of network coverage scenario through the

multi-hop approach [57]. Release 17 will focus on the improvement of the position

resolution accuracy. The aim is to achieve position resolution accuracy with the

desired latency of 10 ms.

These improvements can support essential requirements of new use cases, for

example, autonomous vehicle applications, where high reliability and low commu-

nications delay are required. However, the Release 17 will incorporate Multicast

Broadcast Services (MBSs) using 5G Systems (5GS) architecture to support future

V2X applications. In the future, Release 17 will also focus on other new technolog-

ical improvements, such as NR Multiple-Input Multiple-Output (MIMO), URLLC

enhancements, power saving, NR coverage enhancements, and multi-radio dual con-

nectivity/ cell aggregation enhancements. Sixth Generation (6G) will focus on the

development of new technologies based on Deep Learning (DL), Machine Learning

(ML), and Artificial Intelligence (AI) to the improve V2X communication techniques.

2.4 Simulation Packages Used in the Thesis

Network simulation has been widely used in both fields (i.e., cellular communication

and vehicular ad hoc networks) to test network architectures, algorithms, commu-

nication protocols, and applications on a large scale. An OMNET++ version 5.6.1

simulation model is developed using the SimuLTE [16] that utilizes the INET frame-

work 3.6.6. There are four frameworks that tackle vehicular networks and cellular
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systems, called Veins 5.0 [58], Sumo 1.6 [59], Open CV2X mode 4 v1.2.0 and Si-

muLTE [16]. Veins provides vehicular mobility to OMNeT++, using SUMO as the

underlying vehicular traffic simulator. SimuLTE, instead, is a system-level simulator

of LTE networks, based on the INET framework. Open CV2X Mode 4 [60] is an

open source implementation of C-V2X Mode 4 (it implements the features of 3GPP

Release 14). It is an extension of SimuLTE which integrates with Veins to provide

all the C-V2X Mode 4 functionalities.

2.4.0.1 OMNET++ Framework

OMNeT++ [14] is C++ based simulation library and framework to develop network

simulators. OMNeT++ allows to keep a simulation model’s implementation, descrip-

tion and parameter values in separate files. In OMNeT++, simulation model are

developed using the components or modules architecture where modules are written

in C++. Further these modules are assembles larger module using Network Descrip-

tion (NED) language. The description of network model (i.e., gates, connections and

parameter definition) is written using Network Description (NED) language. The

simulation parameter values are written in initialization (INI) files. INI files contain

simulation parameters that will be used to initialize the simulation model.

Figure 2.22: OMNet++ Module Connection [14]

Fig. 2.22 shows the module connections. The basic OMNeT++ building blocks

are modules (components), which communicates by exchanging messages. These

messages are usually sent and received through a connection linking the modules’
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gates, which act as interfaces. Modules can be simple or compound. Different mod-

ules can be grouped together to form a compound module. A network is a specific

compound module, with no gates to the outside world. Simple modules implement

model behaviour and use event handlers, which are called by the simulation kernel

when modules receive a message. Simple modules have different function such as a

initialization function and a finalization function, often used to write results to a file

at the end of the simulation. The active components of the simple modules have to

be written in C++ using simulations kernel and class library.

2.4.0.2 Sumo

SUMO [59] [61] is an open-source road traffic simulator developed by Germany

Aerospace Centre DLR. It provides modelling of traffic systems which include vehi-

cles, pedestrians and public transport. It can be customized as per our requirement

to model the desired simulation map. The files are written in Extensible Markup

Language (XML) and can be modified as per our need. There are several files for

configuring the junctions, edges, connections and routes of different vehicles.

2.4.0.3 Veins

Figure 2.23: Veins Modular Structure [15]

Veins [15] [58] is an open source network simulation framework used for vehicular
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networks. Simulation in Veins is carried out by executing OMNeT++ and SUMO

simulators which are connected by a TCP socket. Traffic Control Interface (TraCI)

is a protocol used for this connection. TraCI helps in the bidirectional coupling of

network and road traffic. Vehicles and pedestrians in SUMO are represented as nodes

in the OMNeT++ simulation environment. DSRC Channel 178 is assigned for CCH

and channel 174 is assigned for SCH in Veins. Fig. 2.23 shows the modular structure

of Veins.

Figure 2.24: System Overview [16] [17]

2.4.0.4 SimuLTE for the implementation of C-V2X Mode 3 and Mode 4

SimuLTE allows one’s to simulates the protocol stack of the LTE/LTE-A network

(3GPP Release 8 and beyond). It is based on OMNeT++ and written in C++. It

is fully customizable with simple pluggable interface. SimuLTE borrows the concept

of modularity from OMNeT++ and exploits the INET framework to implement IP

stack as well as main IP nodes such as IP routers and application servers. It can

also integrated with other modules from the INET Framework. The LTE Network

Interface Card (LTE NIC) is a core module of SimuLTE which provide the nodes,

specifically UEs and eNBs, with LTE/LTE-A capabilities. These nodes use the upper

layer modules from INET to simulate standard Internet entities. The INET library

is also used to implement external entities such as third party application servers,
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that are used as traffic generators/receivers and communicate with the application

within the UEs. A high level SimuLTE system overview is presented in Fig. 2.24.

The NIC cards in the UE and eNB nodes are follows the OSI layers architecture. It

is organized in layers of LTE protocol, namely PDCP, RLC, MAC and PHY.

The NIC card provides the functionality to develop IP communication nodes with

different radio connectivity capabilities (e.g. LTE-Adavance, Wifi). NIC card also

has a class named as ChannelModel for channel modelling, which works with the

PHY layer to model the status of the air channel in order to compute CQIs and

determine transmission errors.

Figure 2.25: Example of Inheritence

2.4.0.5 Modelling C-V2X Mode 3 in SimuLTE

Most of the C-V2X PC-5 operations at each layer of the LTE protocol stack are

introduced by extending the pre-existing SimuLTE functions, modules, leveraging

inheritance and modularity. Fig. 2.26 shows the a high-level representation of a

Car module implemented within SimuLTE. To add the mobility support feature in

SimuLTE, a new interface known as vehicularMobility module has been added. This

new mobility model can be implemented by the TraCIMobility module defined by

the Veins. There is another mobility module known as INETMobility present in the

INET framework. A vehicle can utilize only one mobility module during the simula-

tion; therefore both modules (i.e., INETMobility and vehicularMobility) are defined

as a conditional module within the Ned file. According to the activated mobility
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module, the Car subscribes itself to the signals generated by the corresponding mod-

ule. OMNeT++ provides the Application Programming Interface (API) to develop

a new module dynamically in Veins. A new vehicle in the simulation needs to obtain

an IP address to communicate. SimuLTE uses the IPv4NetworkConfigurator module

provided by INET for the assignment of IP addresses. For initial cell synchronization,

the new vehicle measures the power received from every simulated eNB and select

one with the largest value of received power.

Figure 2.26: Data flow from the Sender UE Perspective [17]

The detailed description of configuring C-V2X communication in OMNET++

with SimuLTE and the main modifications to the code of SimuLTE to allow inter-

operability with Veins are given in [17] [62]. At the UE side, depending on whether

the destination is in the peering table or not, IP datagrams arriving from the IP

layer are sliced to either one of the two interfaces that is UL or PC-5 at the PDCP

layer and handled accordingly at lower layers, as shown in Fig. 2.28. At the The

RLC layer common operations are performed without the any requirement of addi-

tional functionalities. At the MAC layer, the UE must notify the presence of new
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data for a PC-5 flow by sending a Buffer Status Report (BSR) to the eNB. Based

on whether the BSR refers to UL or PC-5 traffic, the eNB grants to right for UL or

PC-5 transmission.

2.4.0.6 Modelling C-V2X Mode 4 using SimuLTE

An open-source OpenCV2X Mode 4 [60] framework is used for the implementation

of C-V2X Mode 4 (it implements the features of 3GPP Release 14). OpenCV2X

Mode 4 is an extension of SimuLTE which integrates with Sumo and Veins. The

implementation details are presented in [60]. The networks models and associated

C++ source files can be found at the src/ folder of the OpenCV2X Mode 4 v1.2.0

project. The implementation of sensing-based SPS algorithm and congestion control

mechanisms given LteMacVUeMode4.cc/h files [63]. The initialization file, usually

named as.ini, contains the main simulation parameters of physical and MAC layers,

the sidelink configuration and the sensing-based SPS. The sensing-based SPS and

the generation of the scheduling grant take place in the MAC layer.

2.5 Summary

In this chapter, the discussion is started by presenting the VANET applications

and their data traffic requirements. This is followed by the detailed description

of current standardization for vehicular communication. In the next part of this

chapter, the literature related to vehicular communication is surveyed. The protocols

for information dissemination in VANETs are categorized into single-hop and multi-

hop transmission techniques. In the last part of this chapter, challenges faced in the

performance analysis of VANETs and the simulation model used in the rest of the

thesis are discussed.

C-V2X sing the proximity services (ProSe) communication models has created
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a host of new services. It allows direct information exchange among the network

devices which are in close proximity without sending information packets via the eN-

odeB, thus offering ad hoc networking services similar to the IEEE 802.11p standard.

However, it introduces some interesting design challenges for 3GPP. While the basic

principles of C-V2X have been established, many of the detail are still being studied

and developed. Due to the design challenges and issues related to PC-5 for V2X

communication, existing D2D solutions are not able to maintain the required QoS

level in C-ITS.

When the C-V2X services need to share transmission resources with the LTE

Human-to-human (H2H) and Human-to-machine (H2M) services, the proximity dis-

covery delay and interference on the sidelinks may increase. Also, in such a shared

networking environment, resource management becomes difficult where an LTE-based

system may not be able to meet the requirement V2X services. Novel resource al-

location schemes are needed for C-V2X communication in LTE-advance or 5G-V2X.

The resource type and amount of resources, and the way (centralized or distributed)

they are distributed among cellular and C-V2X sidelinks, users needs to be redesign

in the future vehicular environment compared to conventional cellular systems.
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Chapter 3

LTE Based Vehicle-to-Vehicle

Communication Architecture For

Safety Services

3.1 Introduction

Time-critical safety services are key features of vehicular networks. Safety critical

application in vehicular networks can improve road safety as well as reduce traffic

congestion. Hence the role of a communication network will be crucial in road safety

and traffic management systems. Distributing periodic time-critical safety messages

know as Cooperative Awareness Messages (CAMs) in vehicular networks is a chal-

lenging task for the following two reasons. It is recommended that vehicles that are

transmitting safety messages always be in the connected mode in a vehicular net-

work. However, this may create an overloading problem in cellular networks due to

the large amount of signalling required in the radio and the core network to support

connected vehicles. Due to increased traffic load by CAM safety messages in high

vehicle density areas, network congestion may occur, thus reducing the effectiveness
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of safety services.

Various message transmission techniques have been developed to support safety

messaging services in Vehicular Ad hoc Networks (VANETs) [4]. A large number

of proposals have been developed, mostly using the IEEE 802.11p network standard

[64] [65] [66]. The performance metric that is typically used to characterize the

performance of the IEEE 802.11p standard is the packet delivery ratio (PDR), which

is the ratio of the number of packets received at a reference receiver from a reference

transmitter. The IEEE 802.11p can meet the end-to-end latency requirements (i.e.,

100 ms) of safety application if the vehicle density is lower [67]. However, when

the vehicular density increases and exceeds a certain limit, the performance of the

IEEE 802.11p network degrades because of the higher number of packet collisions

due to simultaneous transmission and hidden nodes. This results in higher end-

to-end delay and lower packet delivery ratio. A Decentralized Congestion Control

(DCC) mechanisms [68] introduced to overcome the above scalability issue of an IEEE

802.11p network. However, DCC which typically involve the control of transmission

parameters, such as the message and transmission power and transmission rate (in

the number of packets/second) partially address scalability issue of an IEEE 802.11p

network.

Several proposals have been developed that utilize the LTE network standard [69]

[70]. However, due to the use of a centralized architecture, a conventional cellular

LTE-based system may require significant network resources to support Vehicle-to-

Everything (V2X) communication needs. A V2X communication architecture would

be an ideal network configuration for supporting advanced safety services. A V2X

architecture allows vehicles and infrastructure nodes to exchange safety messages.

In recent years, several researchers have proposed distributing safety messages using

LTE/IEEE 802.11p hybrid networks in VANETs [71] [72] [23]. However, these hy-

brid architectures degrade a combined network’s performance when the node density
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increases, which leads to higher message transmission delay mainly due to collisions

generated in the IEEE 802.11p-based networks.

As discussed in chapter 2, networking technologies like IEEE 802.11p and LTE-

Advanced have shown different limitations for successfully deploying vehicular safety

applications. Recent advances in cellular communication standards such as LTE-

V2X, can effectively address the needs of V2V-based safety message transmission.

The new standard allows direct information exchange among the network devices

which are in close proximity without sending information packets via the eNodeB,

i.e using the conventional base station architecture. The new standard supports

two radio interfaces. The cellular interface (Uu), supports vehicle-to-infrastructure

communications in the conventional mode, while the PC5 interface could be used for

V2V communication mode using the LTE sidelink channels. Release 14 of the LTE

standard introduces two new communication modes (Modes 3 and 4) specifically

designed for the V2V communication links. In Mode 3, a cellular network selects

and manages the radio resources used by vehicles for direct V2V communications.

In Mode 4, vehicles autonomously select the radio resources for their direct V2V

communications, thus offering ad hoc networking services similar to the IEEE 802.11p

standard. However, when it comes to resource allocation, the LTE-V2X services

need to share transmission resources with the conventional LTE services. In a shared

networking environment where different services utilize the same radio resources,

resource management becomes difficult when an LTE-based system may not meet

the requirements of delay-critical V2V safety messages.

This chapter focuses on developing a 5G-V2X-based communication architecture

that uses the cluster-based cellular Vehicle-to-Vehicle communication Mode 3, where

vehicles use the sidelink interface PC-5 for the V2V communication. This chap-

ter presents a new cluster-based LTE sidelink-based vehicle-to-vehicle (V2V) multi-

cast/broadcast architecture referred to as Cluster-Based Cellular Vehicle-to-Vehicle
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(CBC-V2V) to satisfy the latency and reliability requirements of V2V safety appli-

cations. The proposed architecture takes advantage of the well-established 4G/LTE

infrastructure provided by the mobile operators. Our proposed architecture combines

a new ProSe discovery mechanism, referred to as Evolved Packet Core Level Sidelink

Peer Discovery (ESPD) for sidelink peer discovery and a cluster-based round-robin

scheduling technique to distribute the sidelink radio resources among the cluster

members.

3.2 Related Work

Since introduced of LTE Release 14, several research proposals have been focused

on the performance comparison of IEEE 802.11p and LTE-V2X vehicular networks.

In [22], the research study is based on the comparative experiment with real devices.

The research study demonstrated that C-V2X network under congested conditions

could be maintained the message transmission delay under 100 ms. The use of cellular

technologies for vehicular networks have been investigated to meet the safety services

requirements in references [73] [74]. The work showed that traffic hazard warning

messages are disseminated in less than a second. In [72] [75], authors presented the

Hybrid architectures based on the LTE and the 802.11p standards to exploit the ben-

efits of both networks. In [72] authors present a cluster-based centralized vehicular

hybrid network architecture for well-known urban sensing applications and float-

ing Car Data (FCD) applications. The authors also compared performances of the

proposed centralized vehicular hybrid network architecture with other decentralized

clustering protocols.

In [75], authors propose a cluster-based VANET-LTE hybrid architecture named

LTE-V2X for multimedia services. The proposed cluster-based architecture exploit

the benefits of both 802.11p and LTE networks. The IEEE 802.11p is used for
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V2V communication and LTE network is used for V2I communication. Each vehicle

transmit FCD periodically. A CH is responsible for sending application data of itself

and its cluster members to the eNodeB via LTE network. Cluster members send

their application data via the 802.11p link to their CH. The coverage range of cluster

or the CH is at most the range of a 802.11p network so that each cluster member can

reach other cluster members and CH in the cluster. The performance of the proposed

architecture has been compared with Decentralized Clustering Protocol (DCP). The

performance results show that the LTE-V2X protocol performs better than the DCP

in terms of signalling overhead and packet delivery ratio.

In [76] authors propose a hybrid architecture known as the VMaSC-LTE that

integrates the LTE network with the IEEE 802.11p-based VANET network. The

authors provide the delay performance analysis of the hybrid architecture. In [77],

the authors propose a Hybrid Cellular-VANET Configuration (HCVC) to distribute

road hazard warning (RHW) messages to distant vehicles. In this hybrid architec-

ture, cluster Members (CMs) communicate with the CH by using the IEEE 802.11p

link, and the CHs communicate with the eNodeB by using cellular links. However,

these proposed 802.11p-LTE hybrid architecture increases transmission delay while

reducing reliability when the IEEE 802.11p-based network needs to support higher

node densities.

In [76] authors analyse the performance of the proposed architectures known as

IEEE 802.11p-Based VMaSC and LTE/IEEE 802.11p-based VMaSc-LTE in the term

of the Data packet deliver ratio (DPDR). The DPDR of VMaSC and VMaSC–LTE

is the figure 10 in [77]. Figure shows the DPDR is decreased up to 20% and 89% at

the higher vehicle density (0.2 vehicles/meters) for VMaSC (1 hop) and VMaSC-LTE

(1 hop) respectively. The DPDR of VMaSC (1 hop) is poor at low and high vehi-

cle densities due to the disconnected network, higher medium access contention and

broadcast storm problems, respectively. They observe that LTE-based hybrid archi-
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tecture VMaSC-LTE (1 hop) improves the performance compare to the VMaSC. The

is because, in the hybrid architecture, the IEEE 802.11p-based network decreases the

number of transmissions and the LTE-based inter-cluster communication decreases

the medium-access contention. However the performance of the hybrid architecture

decrease is also decrease when the traffic density is increase.

In [78], author proposed a pure cellular-based vehicular architecture known as

Cellular Vehicular Network (CVN) where a hybrid clustering a scheme is devised

to form a dynamic and flexible cluster managed locally by the Proximity Services

Cluster Head (ProSe-CHs). However, the authors do not focus on the transmission

of safety messages in the network. In [24] [79] [80], the authors compare the perfor-

mance of IEEE 802.11p and LTE-V2X networks in terms of reliability. They mainly

use simulation techniques where the moving vehicles are considered in a highway sce-

nario to analyse the performance of the above two technologies. Some research works

studied in Manhattan architecture [79] [80]. In [81], authors compared IEEE 802.11p

and LTE-V2V networks for cooperative awareness in term of maximum awareness

range, and presented analytical evaluation of the proposed schemes. In [79], au-

thors introduce a resource scheduling algorithm known as Maximum Reuse Distance

(MRD) for V2V communication under network coverage. The proposed scheduling

algorithm is used Cellular-V2X mode 3 to minimize the interference and increase the

reliability and latency of V2V communication.

Recently, a global, cross-industry organisation named as the Fifth Generation

Automotive Association (5GAA) has developed a comparative experiment model to

compare the performance of IEEE 802.11p and LTE-V2X (PC-5) vehicular networks

in improving vehicular safety application [82]. This research study demonstrated

that the LTE-V2X (PC5) outperforms the 802.11p network in reducing fatalities

and serious injuries on European roads. All of the above mentioned works agree

that the LTE-V2X network can provide better performance compared to the IEEE
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802.11p-based vehicular network. This is due to the superior performance of LTE-

V2X (PC5) at the radio link level for ad hoc/direct communications between road

users. However, the use of the LTE-V2X or C-V2X standard for vehicular applications

is still under investigation.As compare to the IEEE 802.11p standard, the direct V2V

communication using PC-5 interface is a newer and less-studies feature in cellular

networks. The centralized control of network resource distribution using C-V2X

Mode 3 offers the efficient utilization of the network bandwidth [23]. However, despite

the fact that C-V2X shows the improvements compare to the 802.11p standard in

high traffic density scenarios, the performance of a C-V2X degrades rapidly [24],

particularly for the C-V2X Mode 4. As compare to IEEE 802.11p standard, the

C-V2X Mode 4 is also prone to the hidden terminal effect because of it’s Semi-

Persistent Scheduling (SPS) which is sensing-based. C-V2X Mode 4 suffers packet

collisions caused by the reselections that are part of the sensing-based SPS scheme

and that can occur when several vehicles try to select new sub-channels at the same

time when the value reselection Counter is zero. These limitations in the C-V2X-

based D2D communications, are motivates to design a new C-V2X communication

architecture to meet the requirements of diffrent safety applications in VANETs.

The work presented in this chapter differs from the existing works available in the

literature in several ways. As discussed, in the existing hybrid architecture, vehicles

use the IEEE 802.11p standard for V2V communication, and the LTE network is used

for the V2I communication. However, the integration of the LTE standard with the

IEEE 802.11p standard may not be successful for safety message distributions such

as CAM using the V2V communication. The main reason for such a hybrid network

limitation is that the contention increases significantly in high-density congested ve-

hicular networks. In CBC-V2V architecture, resources for sidelink communication

are distributed in a round-robin manner using the Time Division Duplexing (TDD)

Mode. Our proposed round-robin scheduling offers an efficient collision-free resource
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distribution among V2V enabled vehicles when the channel load and the congestion

increases. The major benefit of our proposed resource allocation scheme is that it

allows to dynamically assigning the same slot to the multiple users, in turn, using

node ID in ascending order. Subsequently, members of a cluster can share the same

slot in turn to transmit their CAM. The other benefits come from our ESPD algo-

rithm, which requires less control message exchange for peer discovery than existing

peer discovery models described in Section 3.2.2.

3.3 CBC-V2V System Model

In this section, we present a CBC-V2V network architecture for V2X communication

using the PC5 interface of the 5G-V2X standard. The model assumes that all vehi-

cles on the road are within the coverage of a serving eNodeB. A highway road traffic

scenario is considered where traffic is flowing in the same directions in a multi-lane

road, as depicted in Fig. 3.1. We assume that each vehicle is equipped with a GPS

device capable of providing accurate position measurements. The highway is parti-

tioned into fixed-size regions known as a cluster, as shown in the figure. Vehicles on

the road with near proximity form a cluster, where they exchange the safety messages

with each other using the CBC-V2V-based packet transmission technique. We are

considering two types of vehicles, the first type represents the user terminals capable

of acting as a Cluster Head (CH) and supports D2D communication using the PC5

interface. The CH also manages the network resource usage among the group of

devices communicating over D2D links. The second type of vehicle represents the

network devices that can only act as a Cluster Member (CM). These vehicles connect

to the appropriate CH to assist them in establishing the D2D links to exchange mes-

sages. In this model, a vehicle uses two communication links: the conventional Uu

interface and the D2D links using the PC5 interface. Cluster members can commu-

nicate with others using the PC5 links, whereas a CH communicates with the eNB
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Figure 3.1: Highway scenario for proposed cluster-based V2V cellular (CBC-V2V)
architecture

using the Uu interface. Although the D2D channels enable two neighbouring UEs to

communicate directly, all signalling and data transmission processes should still be

under the control of the eNB in order to comply with the LTE-Advance architecture

requirements.

A Traffic Map Controller (TMC) proposed that is attached with the eNodeB is

proposed to keep track of all vehicles in a cluster. Vehicles in the proposed architec-

ture are equipped with ITS Proximty Services (ProSe) enabled devices which utilise

the LTE and the LTE direct interfaces. The LTE Uu interface is used for Vehicle-to-

Infrastructure (V2I) communications to access (Internet Protocol) IP services, while

the LTE direct interface PC5 is used for inter-vehicle communication. As per the

3GPP Release 16 for V2X services, two new entities are introduced: the V2X Appli-

cation server and the V2X control function to support the V2X services. The V2X

control function is the logical function that is used for network-related actions re-

quired for V2X. The parameters required for V2X communications can be obtained
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from a V2X application server. The V2X application server incorporates the V2X

capability for building the application functionality. It is responsible for receiving

uplink data from the UE in the unicast mode, providing the parameters for V2X

communications over the PC5 reference point to V2X control function. Each vehicle

will receive its proximity information for direct communication using our proposed

EPC level peer discovery model. The detailed description of the proposed EPC level

peer discovery model is presented in section 3.2.2.

3.3.1 Cluster-Based cellular V2V (CBC-V2V) Communication

Architecture

We propose a cluster-based cellular V2V communication architecture that combines

the new sidelink peer discovery model to support safety services. We propose to use

a cluster topology where communication among cluster members is coordinated by

the cluster shown in Figure 3.1. Vehicular networks are generally dynamic, where ve-

hicles may arrive new in a cluster location or may leave a cluster. For a newly arrived

vehicle, it is necessary to discover the necessary system information to join an appro-

priate cluster. In the following section, first we present our proposed sidelink peer

discovery model. Following that discussion, our cluster-based cellular V2V commu-

nication mechanism combining with a round-robin scheduling technique is proposed

to distribute the radio resources among the cluster nodes.

3.3.2 EPC level Sidelink Peer Discovery (ESPD) Model

As shown in Fig 3.1, for direct communication over a sidelink channel, two ProSe-

enabled devices or vehicles must be aware of each other. Therefore, peer discovery

is needed before two User Equipments (UEs) can set up a sidelink connection and

start direct communication. Two UEs are ProSe candidates if they find each other

during the peer discovery process. To start the direct transmission ProSe peer dis-
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covery is the first step where a device searches for the potential peer in proximity

and determines the discovered peer’s identification. The new pair is determined to be

ProSe candidates. Moreover, this phase includes several control messages that have

to be exchanged between UEs and eNodeB. After completing the discovery phase, the

new ProSe candidates can have actual communication. The communication phase

includes resource allocation, power control, and the actual transmission of the in-

formation. The general discovery procedure for D2D communication is described as

follows: first, a UE sends a discovery packet to detect potential UEs in it’s proxim-

ity; then, the identities of UEs can be exchanged between the new pair, which are

determined to be ProSe candidates.

In general, D2D communications used two type of peer discovery techniques.

First one is direct discovery where devices communicate with each other directly

using randomized procedure and frequent beacon transmission without any network

assistance. A device broadcasts its identity periodically so that other devices in

the proximity may be aware of its existence, and decides whether it will establish a

D2D communication connection with the discovered devices [83]. The second one is

network-assisted discovery where network devices detect and identify each other with

the assistance of the network. A device informs the network about its intention for

peer discovery using a beacon signal. After receiving the beacon signal, the network

base station act as mediator in the discovery process by recognizing ProSe candidates.

Since the introduction of D2D communication architecture in Release 12, many

device/peer discovery techniques have been developed using two of the above models

defined in the standard. From the user’s perspective, they can be classified into

restricted discovery and open discovery [84]. For restricted discovery, the user entity

is not allowed to be detected without its explicit permission. In this case, it prevents

other users from distributing their information to protect user privacy. It suits social

network applications (e.g., group gaming and context sharing with friends). For
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open discovery, a user entity can be detected as long as it is within another device’s

proximity. From the network’s perspective, device discovery can be divided into

direct discovery and Evolved Packet Core (EPC) discovery. In direct discovery, a

device would search for a another nearby device autonomously without any network

assistance. It works in both in-coverage and out-of-coverage scenarios. In EPC-

level discovery, a base station notifies the terminal about other peers detected in

the proximity based on the peer interest, information and the location information

registered in the ProSe function [85].

Many other wireless local/personal area network technologies, such as Bluetooth

[86] and Wi-Fi Direct [87], already rely on beacons for peer discovery. A reservation-

based protocol called FlashLinQ provides direct discovery and operates in the licensed

band [88]. Authors in [89], present a peer discovery scheme named as VANET Aided

D2D Discovery (VADD) based on the IEEE 802.11p network where the vehicle first

sends the discovery request along with discoveree ID to its On Board Unit (OBU).

If there is no match, in the database of the OBU for the concern discoveree ID

the vehicle forwards the same discovery request to the RSU within its range, which

in turn looks for the requested ID in its database. If no match happens it seeks

help from the neighbouring RSUs. Whenever a match occurs, either at the OBU

or on the RSU side, the related node informs the eNodeB about this information

using the LTE-A interface. We choose the VADD is suitable for direct comparison

with our proposed ESPD schemes because VADD is hybrid protocol based on the

IEEE 802.11p/LTE network. The authors claims that the proposed discovery scheme

reduces the consumption of valuable resources in the LTE-A network. However, the

main problem for the proposed discovery techniques is the use of the IEEE 802.11p

interface when a number of vehicles enter the RSU range at the same time. In this

case the IEEE 802.11p MAC layer contention process will take place, which in turn

increases the discovery delay in a high density scenario. Also the node that gets
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Figure 3.2: EPC level peer discovery (ESPD) model for VANET

access to the channel will wait for the RSU to send it back for the discovery answer.

All vehicles that use the D2D link must have the ProSe capability features: the

ability to discover, to be discovered, and to communicate with discovered devices.

Within the existing EPC level discovery model, the ProSe function authenticates the

user by checking its credential with the HSS as to whether the user is permitted to

utilize ProSe features. After successful authentication of the UE, the ProSe Function

creates an EPC ProSe Subscriber ID (EPUID) and assigns it to the registered device.

Once a vehicle is registered as a ProSe subscriber, it can run the applications that

support proximity services, called ProSe enabled applications. The application server

allocates the user an Application Layer User ID (ALUID) to recognize him within

the context of this particular application.

However, these device discovery and EPC level discovery models require signif-

icant control signalling and resources known as peer discovery resources for beacon

transmission or message exchanges, such as announce requests, monitor requests,
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match reports, etc. [90] [91]. Our proposed discovery mechanism diminishes network

resource requirements. It assumes that every vehicle is equipped with a GPS receiver

and can accurately determine its position and direction of movement. Fig. 3.2 shows

the signalling diagram of the proposed EPC level discovery technique elaborated as

follows:

1. When a new vehicle reaches an eNB coverage area, the downlink frame syn-

chronization is accomplished once it has decoded the Primary Synchronization

Signal (PSS) and the Secondary Synchronization Signal (SSS) messages, which

are accessible on the downlink broadcast control channel. The vehicle at that

point downloads the Master Information Block (MIB) from the broadcast chan-

nel. This channel incorporates the downlink and uplink carrier configuration

information. Further, the vehicle utilizes the Downlink Shared Channel (DL-

SCH) to download the system information block. The SIB2 block contains

necessary parameters for the initial access transmission.

2. In the initial state, each vehicle on the road must register itself with the eNodeB

using its current GPS position. Unlike the existing EPC level discovery, the

vehicle sends its location information in the registration request to the eNodeB

instead of using the ProSe function for vehicle registration. The vehicles will

forward their information (such as ALU_ID, current GPS location, an average

speed of the vehicle, discovery range, and vehicle ID) in the registration request

message utilizing the Random Access Channel (RACH) to the eNB. The eNB

acknowledges the registration request and broadcasts the registration response

back to vehicles along with the current traffic profile over the broadcast channel.

The vehicle’s traffic profile contains an EPC ProSe Subscriber ID (EPUID),

zone information (i.e., to which zone it currently belongs), neighbouring vehicle

list and the vehicle’s remaining distance from its location.
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3. After accepting the information supplied in the registration response, the vehi-

cle collects all the data in its Vehicle Information Register (VIR), a repository

that stores vehicle and surrounding information. For D2D communication,

each vehicle updates its neighbourhood table with a new list of neighbouring

vehicles and builds knowledge of its local environment. The Global Mobile Lo-

cation Centre (GMLC) keeps vehicle locations tracked. Once the vehicle comes

to a new zone or crosses the boundary of the zone, the location alert, i.e. the

Location Service Report (LCS) will be received and the vehicle will require

re-registration to update its VIR.

3.3.3 Cluster Head and Semi Cluster Head Selection

Upon receiving the new proximity data in a Neighbourhood Table (NVT), an Source

Vehicle (SV) searches the NVT during the time period represented as Tsearch to check

the vehicles in CH, SCH, and SE state. If none of the neighbour vehicles are recorded

either as CH or Semi Cluster Head (SCH) , the vehicle will check the neighboring

vehicles in the Selection State (SE) . If there are vehicles in the SE state in the

NVT, and the SV has the most reduced average speed and a maximum distance

from its current location to the zone boundary (i.e., longest lifetime) at that point it

becomes the CH. Each vehicle calculates its average speed periodically. If none of the

neighbour vehicles are recorded either as CH, SCH or as a SE, a source vehicle will

take the role of SCH. SCH is the state where vehicle has no potential neighbouring

vehicle that can connect to it. In case the vehicle in the SCH state; gets any joining

request from a neighbouring vehicle during the time period represented as TSCH then

it will take the role of the CH. Otherwise, it will reach in the Selection State (SE)

and require re-registration to receive new proximity data.
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Figure 3.3: CBC-V2V clustering approach

3.3.4 Cluster formation

After peer discovery, each vehicle needs to select an appropriate CH to associate with

it. Using the peer discovery model, after successful registration, each vehicle updates

its NVT in its VIR with the new proximity data (i.e., a list of neighbouring vehicles)

along with the vehicle ID, a total number of vehicles and current state of the vehicle.

Once the new proximity data is received, the vehicle will reach in the SE. As shown

in fig 3.3, a vehicle in the selection state first tries to connect to the existing cluster

to minimize the number of clusters. Hence, the SV first checks the total number of

vehicles, their position and the state of each vehicle in its NVT.

If the vehicle finds a CH in its NVT, and the number of members in the cluster is

lower than the maximum number of members allowed, the SV will attempt to connect

to the existing CH. In the NVT, if none of the neighbouring vehicles are listed as
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CH or the vehicle is unable to connect to any of the neighbouring CHs, the vehicle

inspects the neighbouring vehicles in the SCH state. If there are vehicles in the SCH

state in its NVL, the SV tries to connect to the existing SCH. If none of the neighbour

vehicles are listed as CH or SCH, the SV checks the neighbouring vehicle in the SE.

If the SV discovers the vehicles in SE in NVT and it has the lowest average speed and

the maximum distance from its current location to the zone boundary (i.e., longest

lifetime) among them then it will take the role of CH. Otherwise, the SV becomes a

SCH.

3.3.5 V2X sidelink channel structure

Using communication mode 3, we suggest the 3GPP standard-based V2V sidelink

channel structure as shown in Figur 3.4. The figure shows that an eNB reserves

ten D2D subframes on uplink cellular traffic channels in the TDM (Time Division

Multiplex) manner. The D2D subframe repetition rate is 100 ms. Each subframe

contains two slots, hence a single carrier offers twenty slots for sidelink communi-

cations. The RBs are used to transmit data and control information. The data is

transmitted using transport blocks (TBs) over the Physical Sidelink Shared Chan-



3 LTE Based Vehicle-to-Vehicle Communication Architecture For Safety
Services 77

eNodeB

Slot0

Slot 1Fram
e (10 m

s)

Slot 18
Slot 19

In
te

r-
cl

us
te

r 

co
m

m
un

ic
at

io
n

In
tr

a
-c

lu
st

er
 

co
m

m
un

ic
at

io
n

PUSCH : RRC connection request + cluster_info

PDSCH : RRC connection setup

PUSCH : RRC Connection setup complete

Resource allocation (for D2D)

SL-MCH: transmission of a safety message from CH to neighbor 

using D2D multicast )

As per proposed round robin scheduling, CH will distribute the same 
slot among its CMs. 

transmission of a safety message from CM to neighbor vehicle which 

resides in neighbour cluster ( ) using D2D unicast

SL-MCH: transmission of a safety message from CM to neighbors 

using D2D multicast

PSSCH: (CM to CH )

PUSCH : (CH to eNB)

PSSCH: (CH to CM)

PDSCH: (eNB to CH)

CHB0CHA0 VB2VB1VA2

CHB0

VA1

Figure 3.5: CBC-V2V communication over sidelink channels

nels (PSSCH). Sidelink Control Information (SCI) messages are transmitted over the

Physical Sidelink Control Channels (PSCCH) [16]. The number of RBs in a slot

depends on the bandwidth of an LTE-V network cell. Using a 3MHz transmission

bandwidth, there will be 15 RBs in one slot available for the D2D communication.

3.3.6 CBC-V2V communication

Our proposed CBC-V2V communication for safety message transmission is shown

in fig. 3.5. As seen, the intra-cluster communication procedure between cluster

members (VA1 and VA2) belongs to a neighbouring cluster (CHA0) and inter-cluster

communication from VA1 to the vehicle (VB1) which belongs to a neighbour cluster

(CHB0). For the rest of the vehicles in the network the same procedure will fol-

low. A CH acts as a ProSe gateway node for Vehicle-to-Infrastructure (V2I) and

Infrastructure-to-Vehicle (I2V) communication. The CH utilizes the Physical Uplink
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Figure 3.6: Example of our proposed round robin scheduling

Shared Channel (PUSCH) uplink grant allocated during the random access procedure

to send the RRC connection request along with the data structure, represented as

clusterinfo. In the clusterinfo, each CH keeps the information, such as the CHID and

the number of CMs attached to it. Based on the clusterinfo in the RRC connection

request, an eNB dynamically allocates resources to a CH for D2D communication.

At the cluster level, each cluster head further schedules the resources among its CMs

using the new cluster-based round-robin scheduling as described below.

Radio resources are initially allocated to the CH for each cluster of nodes. The

CH then conducts round-robin resource scheduling among its CMs (i.e., vehicles)

based on the vehicle ID. The round-robin scheduling approach is based on the idea of

being fair to all active users in the long term by granting an equal number of Physical

Resource Blocks (PRBs). fig 3.6 shows our proposed round robin scheduling. Our

proposed resource allocation scheme is operated by dynamically assigning the same

slot to the multiple users, in turn, using node ID’s in ascending order. Subsequently,

members of a cluster can share the same slot in turn to transmit their own CAM.

As shown in Figure. 3.4, ten subframes for D2D communication show up in every

100 ms which are shared between different clusters. Since each cluster is designated

one slot, the same subframe will support two clusters. In the example, slot 1 is
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assigned CHA0 and slot 2 is assigned CHB0. When the resource is allocated, the

CH chooses PRBs within the available slot to transmit its CAM to its CMs in the

multicast mode. A ProSe-enabled node cannot receive and decode the D2D message

while it is transmitting, due to the half-duplex nature of most transceiver designs.

Therefore, in the cluster, when one vehicle is transmitting, the rest of the vehicles

will receive the CAM from the transmitting vehicle. Each safety message can be

accommodated utilizing four PRBs based on the selected Modulation and Coding

scheme (MCS)and the packet size. On completion of the transmission from the CH

it will assign the same slot to its CMs. The next vehicle (V A1) is thereby allocated

the same slot in its turn based on its vehicle ID. Then V A1 multicast its own safety

message to its neighbouring vehicles. The same procedure will follow by the remaining

vehicles in the cluster. To maximise reuse of the spectrum, the same D2D resource

can be assigned to different non-overlapping clusters.

In this architecture, the inter-cluster communication is required to share safety

messages by vehicles which are found at the edge of the two neighbouring clusters.

In the example, vehicle V B1 is in the neighbour list of V A1 but out of range of its

CHA0. Therefore, direct communication is not conceivable between V A1 and V B1.

In this case, CHA0 collects the safety message from its cluster member V A1 over the

D2D Physical Sidelink Shared Channel (PSSCH) and transmits to the eNodeB over

the LTE interface in the unicast mode. At that point , the eNodeB conveys the safety

traffic message to a concerned neighbour CHB0 over the LTE interface. The CHB0

multicasts the safety message to its cluster member V B1 and V B2 via the LTE-D2D

PC5 interface.

3.3.7 Delay Models

Fig 3.7 shows the delay models for the proposed CBC-V2V architecture combining

with peer discover model ESPD, round robin resource distribution for periodic CAM
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Table 3.1: Delay model timing parameters

Notation Description
TeNodeB,rsp eNodeB process delay to broadcast reg-

istration response.
TV,RACH Delay required to access the RACH

channel.
TV IR,update Vehicle information registration update

delay.
Tclustering Cluster formation delay.
Tslot,req Delay required to send the slot request.
TPDD Peer discovery delay.
TRR Resource distribution delay.
TCAM,M CAM multicast transmission delay.

Figure 3.7: Major delay components for CBC-V2v

message transmission. Delay parameters are explained in table 3.1. As per our

peer proposed ESPD, each vehicle must register itself with the eNodeB. To send

the registration request a vehicle has to wait for a certain period represented by

TV,RACH for sending registration request TReg to eNodeB. The eNodeB broadcasts the

registration response after TeNodeB,rsp delay. Once the vehicle receives the registration

response it will update its VIR after TV IR,update delay. After the peer discovery, they

will grouped to-gather to form the cluster using our proposed cluster scheme. The

Tclustering represent the delay for the clustering process. Once the clustering has

completed the cluster head send a scheduling request to the eNodeB after Tslot,request.

The eNodeB allocates a reserved slot after the Tslot,response delay. The CH distributes
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the allocated slots among its cluster members (CMs) after TRR. Further, the CM

which receive the mulicast slot, multicasts its CAM message after TCAM,M . The

total delay TPDD for peer discovery and delay for CAM message transmission TCAM

is represented by (3.1) and (3.2) respectively.

TPDD = TV,RACH + TReg + TeNodeB,rsp + TV IR,update + Tclustering (3.1)

TCAM = Tslot,request + Tslot,response + TRR + TCAM,M (3.2)

3.4 Simulation Model

An OMNET++ version 5.1.1 based simulation model is developed utilizing the Si-

muLTE library [17] that utilizes the INET framework 3.4.0. For enhanced traffic

simulation, GPS data incorporation and mobility support, we utilized the Veins

package with a realistic mobility model generated by the microscopic road traffic

simulation package: Simulation of Urban Mobility (SUMO) [59]. To add the mobil-

ity support feature in SimuLTE, a new interface known as vehicularMobility module

has been added. This new mobility model can be implemented by the TraCIMobility

module defined by the Veins. There is another mobility module known as INET-

Mobility present in the INET framework. A vehicle can utilize only one mobility

module during the simulation, therefore both modules (i.e., INETMobility and ve-

hicularMobility) are defined as a conditional module within the Ned file. Veins uses

the OMNeT++ API to create and initialize the new module dynamically. When a

new vehicle is created, it needs to obtain an IP address to communicate. SimuLTE

demands the assignment of IP addresses to the IPv4NetworkConfigurator module

provided by INET.

A new parameter, i.e., d2dcapable is utilized in the initialization (.ini) file to
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Figure 3.8: CBC-V2V simulation model

enable direct communication between two UEs. Most of the PC-5 operations at each

layer of the LTE stack are created by extending pre-existing SimuLTE capacities. For

each D2D competent user, an LTE binder keeps up a data structure that contains the

set of directly reachable destinations. In an expansion of the existing downlink and

uplinks flow paths in SimuLTE, a new flow path, PC-5, has been distinguished. From

the UE point of view, IP datagrams reach the PDCP layer and either the PC-5 or the

UL directions can be associated with the corresponding flow, depending on whether

the destination is in the LTE Binder peering table or not. The detailed description of

configuring D2D communication in OMNET++ with SimuLTE is given in [16] [17].

Results from the simulation were acquired by taking the average of the 20 simulation

runs with different seeds value. The key simulation parameters are summarized in

Table 3.2.

Figure 3.9: vehicle structure in simulation
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Table 3.2: Main simulation parameters

Parameter Value
Maximum velocity 40-70 km/h
Number of vehicles 96 vehicles/km

Road length & number of lanes 5km & 4 (i.e., 2 in each direction)
Carrier frequency 2.6 GHz
Duplexing mode TDD

CAM generation rate 10 packets/sec
Transmission bandwidth 3MHz (i.e., 15 RBs)

Path loss model Free space
Fading model Shadowing

eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Uplink), 5 dBm (Sidelink)
Coverage range 1000 m
Noise figure 5 dB
Cable loss 2 dB

Simulation time 800s
Packet size 340 bytes
Tsafety 100 ms

Number of vehicle/cluster 12
CHmaxmember 11

We modified the existing D2D communication model in the SimuLTE to support

our proposed cluster-based cellular V2V architecture. Fig. 3.8 shows the CBC-V2V

communication model consists of an access network entity (single eNodeB) and core

network entities (MME, HSS, and GMLS) that are utilized to support our proposed

EPC level peer discovery model (ESPD). Fig. 3.9 to 3.11 show the access network and

core network modules structure used in the SimuLLTE. The ESPD simulation model

is developed by using the information structure shown in Fig. 3.2. In the simulation,

we design a multilane highway scenario where the vehicles are distributed according

to the Poisson process. The vehicles form the clusters using our proposed clustering

scheme for D2D communication. To implement our proposed clustering scheme,

we utilize the sample source code accessible online [92]. Each cluster node keeps up

neighborhood table that contains its neighbor’s ID and their state. In the simulation,
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Figure 3.10: Base station (eNodeB) structure in simulation

Figure 3.11: Mobility Management Entity structure in simulation
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we include scenarios of both multicast and unicast shown in Fig. 3.5. The model is

simulated for both scenarios utilizing the parameters presented in Table 3.1 for 800

seconds. At the MAC layer in the SimuLTE, we modified the scheduling model (i.e.,

LTEDrr) to implement our proposed round-robin scheduling scheme. Utilizing the

proposed round-robin scheduling technique, each cluster node receives an equal share

of the radio resource for D2D communication.

3.4.1 Performance analysis of proposed EPC Level Peer discovery Model

(ESPD)

Using the traffic load (i.e., number of vehicles/total road length) parameters, we ex-

amine the peer discovery delay (PDD), Peer Discovery Resource (PDR) utilization

and control signalling overhead performance of our ESPD. The performance of the

ESPD is compared with the existing solutions, namely, the VANET Aided D2D Dis-

covery (VADD) [89] and 3GPP EPC level peer discovery scheme [85]. The following

performance metrics are used to evaluate the proposed algorithm:

3.4.1.1 Control Signalling Overhead

The control signalling overhead is measured for the proposed EPC level peer discovery

techniques. The average control signalling required for ESPS is represented as xpd

that is calculated as the number of slots used for peer discovery out of the total

number of n subframe available in the cell i as

xpd =
xir1 + xir2 + xir3, ..., xirn

n
× 100 (3.3)

Figure 3.12 shows the average signaling overhead for the ESPD, VADD, and 3GPP

EPC level peer discovery scheme. Fig. 3.12 shows that the ESPD introduces a much

lower control signalling overhead than other solutions. The main reason for the
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Figure 3.12: Performance comparison of in terms of signalling overhead for peer
discovery
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Figure 3.13: Performance comparison in terms of occupied RBs for peer discovery

performance improvement is the requirement of control signalling for peer discovery.

Our proposed ESPD scheme requires less control message exchange for peer discovery

compared to existing peer discovery models. Unlike the existing solutions, in the

ESPD algorithm, a vehicle receives the proximity information after the successful

registration, which requires much less control message exchange.
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3.4.1.2 Peer Discovery Resource (PDR) utilization

Peer Discovery Resource (PDR) utilization is represented as a ESPDRU is average

number of resource blocks used for peer discovery. The ESPDRU is calculated as a

ratio of the number of RBs used to the total number RBs available:

ESPDRU =
RBsUL +RBsDL

RBsavilable
× 100 (3.4)

Where RBsUL and RBsDL represent the number of resource blocks used on up-

links and downlinks respectively. RBsavilable represents the total number of resource

blocks available on each LTE uplink and downlink channel.

Fig 3.13 shows the resource utilization of ESPD, VADD and ProSe 3GPP direct

and network assisted schemes. Fig. 3.13 shows that our proposed ESPD introduces

lower resource consumption compared to other existing schemes. Resource utilization

for peer discovery is depends on the number of RBs used for control message trans-

mission to the total number RBs available. The main reason for the performance

improvement of ESPD is the requirement for few control messages for peer discovery.

Thereby, fewer RBs are consumed on the uplink and downlink channels.

3.4.1.3 Peer Discovery Delay (PDD)

Peer discovery, represent as δPD is the average delay required by the vehicle to dis-

cover all ProSe enabled peers in its proximity range, which is assumed 500 meter

in the simulation. Here, it is worth noting that the peer discovery delay required

by our proposed ESPS is equal to the time difference between sending a request for

registration and receiving an eNodeB response.

Fig 3.14 evaluates and compares the peer discovery delay of the ESPD with the

3GPP ProSe peer discovery model described in Section 4. In the proposed ESPD,

the peer discovery delay is the time taken by each vehicle for successful registration.
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Figure 3.14: Performance comparison in terms of peer discovery delay
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Figure 3.15: Performance comparison in terms of total signalling overhead

In the registration response, each vehicle receives its current traffic profile which

contains the list of directly reachable vehicles in its vicinity. Due to less resource

utilization and a minimal control signalling overhead requirement, ESPD shows lower

delay values for the peer discovery task compared to the existing 3GPP ProSe peer

discovery model.
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3.4.2 Performance analysis of proposed CBC-V2V architecture

Using the traffic load (i.e., number of vehicles/total road length) parameters, we

examine the Data Packet Delivery Ratio (DPDR), Overall Resource utilization and

control signalling overhead, and End-to-End delay performance of our CBC-V2V ar-

chitecture. We also implemented a default 3GPP ProSe algorithm and IEEE 802.11p

and hybrid LTE/802.11p simulation models to simulate the VMaSC and VMaSC-

LTE [76] basic algorithms to obtain several performance parameters for comparisons.

In the following paragraphs, we present the performance analysis of CBC-2V2 and

comparisons with exiting works.

Fig. 3.15 shows the signalling overhead required by the CBC-V2V algorithm,

the default 3GPP ProSe algorithm, and the LTE-Advanced algorithm using a con-

ventional cellular network architecture. The results clearly show that the CBC-V2V

algorithm introduces lower signaling overhead than the other two standards, which

can be used in a VANET. The main reason for the performance improvement is the

lower control signaling requirement for the CBC-V2V algorithm. This is because

the CH does not require to send multiple resource scheduling requests to the base

station on the uplink control channel. Once an eNB allocates resources to a CH for

the sidelink communication, each cluster head further schedules the resources among

its CMs in a round-robin manner. The major benefit comes from our ESPD algo-

rithm, which requires less control message exchange for peer discovery compared to

the existing peer discovery models described in Section 3.2.2. Unlike the existing

3GPP peer discovery model, in the ESPD algorithm, a vehicle receives the prox-

imity information after successful registration, which requires fewer control message

exchanges, as shown in Fig 3.2. The smaller control signalling overhead requirement

will improve the performance of safety services and guarantee the timely delivery of

active safety messages.
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Figure 3.16: Performance comparison in terms of total occupied RBs
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Figure 3.17: Performance comparison in terms of data packet delivery ratio

Fig. 3.16 shows the overall resource utilization of the CBC-V2V algorithm for the

safety services. We compare the results with the standard ProSe solutions in terms of

the number of occupied RBs. The efficient scheduler minimizes resource utilization

and distribution levels. In the CBC-V2V, each of the CH acts as a scheduler and

distributes the resources among its CMs using the proposed round-robin scheduling

technique. Radio resources are initially allocated to the CH for each cluster of nodes.

The CH then use the round-robin resource scheduling among its CMs (i.e., vehicles)
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using vehicle ID. The round-robin scheduling approach tries to distribute network

resources fairly to all active users in the long term by granting an equal number of

Physical Resource Blocks (PRBs). Two clusters can be served in a single subframe,

and non-overlapping clusters can share the same resource. This reduces the utilization

of the control channel for resource allocation thus reducing the control signalling

overhead. Due to the lower control signalling requirements as shown in Fig 3.15 and

3.12, the resource utilisation can be reduced compared to the 3GPP ProSe technique

by introducing efficient resource allocation and clustering techniques.

Fig. 3.17 shows the Data Packet Delivery Ratio (DPDR) of the CBC-V2V tech-

nique and compares it with two existing standard procedures. The DPDR algorithm

is characterized by the proportion of the total number of received safety packets to

the total number of scheduled safety packets. Due to the closer vicinity of vehicles,

the DPDR value increases with the number of clusters. As shown in the figure,

3GPP ProSe communications and the system based on IEEE 802.11p and IEEE

802.11p/LTE standard, such as the VMaSC (1 hop) and the VMaSC-LTE (1 hop),

offers the lowest DPDR value, because, at higher vehicle density, data packets are

lost due to increased collisions increases at the MAC layer. The proposed CBC-V2V

is contention-free because the sidelink/PC5 resource scheduling is implemented cen-

trally at eNodeB. Since all the vehicles in the simulation are associated with the same

eNodeB, the collisions are avoided even for the highest considered vehicle density.

3.4.2.1 Total end-to-end delay

The total end-to-end delay (δE2E) for the transmission of a safety message consists

of two major delay components as

δE2E = δPD + δD2D (3.5)
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Figure 3.18: Performance comparison in terms of total E2E packet delay

Where δPD represents the total delay in peer discovery, which is the time differ-

ence between sending a request for registration and receiving an eNodeB response,

and δD2D represents the total delay in D2D packet communication, which is the sum

of the intra-and inter-cluster delays in communication. To ensure timely delivery of

active safety messages, the maximum delay (i.e., δE2E) of the safety message should

be less than the required delivery delay (i.e., Tsafety). Fig 3.18 presents the delay

analysis of the CBC-V2V algorithm as a function of the total number of clusters

formed based on the number of vehicles/km. The results show that the CBC-V2V

outperforms the traditional approaches such as the 3GPP ProSe communication,

VMaSC (1 hop), and the VMaSC-LTE (1 hop) for the CAM safety message trans-

mission in a VANET. As shown in equations (3.1 and 3.2), all the delay components

CBC-V2V are deterministic with a small range of variabilities due to the message

arrival process and the time frame structure of the channel. The result shows that

CBC-V2V offered a much lower end-to-end delay compared to the existing protocols.

lower end-to-end delay is achieved due to the absence of any contention process in the

LTE network. The contention process introduces a longer delay, particularly with

higher node densities in a cluster, mainly due to the retransmission requirements.
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The CBC-V2V algorithm is less sensitive to the cluster size variation due to use of

multicast technique. However, as shown in the figure 3.18, when the vehicle density

increase, the end-to-end delay for CBC-V2V, slightly increase due to the use of the

round-robin packet transmission techniques.

3.5 Summary

This chapter has introduced an advanced new cluster-based V2V packet communica-

tion architecture combined with an EPC level peer discovery model suitable for ve-

hicular safety applications. The ESPD model reduces the control signalling overhead

and end-to-end delay with the awareness of proximity utilizing the GPS informa-

tion compare to the existing protocols VADD and 3GPP EPC level peer discovery.

The CBC-V2V also combines a cluster-based round-robin scheduling technique to

distribute the radio resource among the cluster nodes. The CBC-V2V can improve

resource utilization and reduce the end-to-end delay to meet the QoS requirements

of the safety services in VANETs. Simulation results show that the CBC-V2V offers

higher QoS than do the IEEE 802.11p and other LTE networking architectures.
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Chapter 4

LTE-Direct Inter-Cluster

Communication and Multicast

Transmitting Power Control

Protocols for periodic safety Message

Transmission

4.1 Introduction

Clustering techniques have been applied in the VANET to support various networking

tasks such as load balancing, improving QoS and information dissemination in high

density networks [93]. In a cluster-based communication system, the first layer of the

network is called intra-cluster communication, where a cluster member can directly

communicate with its cluster head or a nearby cluster member within the same

cluster. The second level of the network supports inter-cluster communication, where

a cluster head communicates with nearby cluster heads via road side infrastructures.
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However, inter-cluster communication using road side infrastructure may result in

higher end-to-end delay and significantly degrade the performance of safety services

in VANETs [93].

In Chapter 3, a Cluster-Based-Cellular Vehicle-to-Vehicle (CBC-V2V) commu-

nication architecture [94] [95] is presented. The CBC-V2V architecture combines a

peer discovery, resource allocation and intra-cluster communication schemes to sat-

isfy the latency and reliability requirements of the Cooperative Awareness Message

(CAM) transmission. The proposed intra-cluster schemes utilize the sidelink com-

munication channels where the our peer discovery model and the D2D multicast data

packet transmission technique show significant performance improvement in terms of

resource utilization, data packet delivery ratio and end-to-end delay to meet the QoS

requirements of safety services in VANET.

Fig 4.1 shows a typical highway scenario where a LTE-based clustered vehicu-

lar network architecture is presented. In this vehicular network, multiple clusters

are used to support CAM message transmissions using the D2D multicast mode.

Cluster areas are shown using circular boundaries, where each cluster contains a

number of member vehicles controlled by the respective cluster heads. Each cluster

has edge nodes that which have neighbours in the adjacent cluster. To maintain

safety requirements, all neighbouring nodes in the adjacent cluster in the same lane

must exchange their CAM messages for cooperative collision avoidance, as well as

neighbouring nodes in the adjacent cluster in adjacent lanes for lane change warning

and blind spot detection. Therefore, a low delay inter-cluster communication algo-

rithm needs to be developed to enable the neighbouring node in adjacent clusters to

exchange CAM messages.

As mention previously, for intra-cluster communication we utilized multicast

transmission as an efficient way to exchange safety message between multiple re-

cipients based on our round robin scheduling technique. However, in a high mobility
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Figure 4.1: A highway scenario for the proposed inter-cluster communication in
VANET

scenario, the distance between multicast transmitter and receivers could vary. As a

result, the recipients of the wireless multicast may experience different channel con-

ditions (i.e., path loss and fading effect caused by building or vehicles intervening

between vehicles). Propagation characteristics in a vehicular network can change

rapidly due to the variable transmission conditions generated by the movement of

vehicles. Thus, if a fixed transmission power is applied to each vehicle, it will make

it difficult for a multicast sender to transmit safety packet successfully to all recip-

ients. In our proposed D2D multicast packet communication technique, a packet

from a cluster node must reach to all the member nodes. In this case, there is one

transmitter and N receivers, where each reception is represented by different chan-

nel coefficients. The transmitter must optimize its transmission power based on N

channel characteristics, otherwise retransmission needs to be initiated on some of the
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links. Therefore, an efficient Transmit Power Control (TPC) mechanism needs to be

developed to improve the reliability of safety message transmissions.

As discussed in Chapter 3, to accommodate a seamless and reliable exchange

of information between vehicles, roadside units, and vulnerable pedestrians in the

current LTE and in the future 5G networks, 3GPP has introduced C-V2X communi-

cation features in Release 14 [54]. Two additional modes of operation, termed Mode

3 and Mode 4 were introduced based on scheduling preferences. Mode 3 employs

a centralized scheduling approach under the coverage of the LTE eNodeB, where

two vehicles can communicate directly, but the selection of the sub-channels or ra-

dio resources for C-V2V transmission is managed by the control signalling from the

cellular infrastructure. Mode 4 adopts the new PC5 interface using sidelink channels

for direct communication between vehicles without the need for coverage from the

LTE eNodeB.

Compare to the conventional LTE uplinks, where transmission power level can

be adjusted based on the TPC command from the eNodeB [54], the communication

Mode 3 and 4 in C-V2X uses a fixed transmit power level without any TPC mech-

anism from the eNodeB. According to the ETSI ITS recommendations, 10 dbm of

transmission power level is suitable for communication Mode 4 to minimize interfer-

ence among the vehicles [96]. In the literature, most of the research papers focus on

transmission power control schemes for C-V2X communication Mode 4 [54] [10] [97].

However, to the best of our knowledge, the TPC techniques for C-V2X Mode 3 has

not been studied much until now. An adaptive power transmission for communication

Mode 3 may support higher QoS links for V2V communication.

In this chapter, two new algorithms for cluster-based multicast vehicular net-

works are introduced. An advanced LTE Device-to-Device (D2D) cluster communi-

cation technique, referred to as LTE-DICV2V, and a cluster-based multicast power

transmission control technique, referred to as CMTPC, for the C-V2X Mode 3 com-



4 LTE-Direct Inter-Cluster Communication and Multicast Transmitting
Power Control Protocols for periodic safety Message Transmission 98

munications are proposed. These algorithms support inter-and intra-cluster packet

communications, offering a high packet delivery ratio for CAM messages. The LTE-

DICV2V algorithm supports both inter-and intra-cluster safety packet distribution

mechanisms, whereas the CMTPC algorithm is a multicast packet transmission power

control technique that is used by the LTE-DICV2V algorithm. Both algorithms are

combined to improve the CAM packet success rate in clustered vehicular networks.

These algorithms have been proposed for an LTE-based vehicular network to achieve

high QoS for a highway safety message distribution system. A new CAM message

structure is also introduced to support the proposed power control algorithm.

4.2 Related work

In this section existing works related to intra- and inter-cluster communication and

transit power control (TPC) techniques to improve the performance of periodic safety

messages transmission in VANETs are presented. A number of transmitting power

control and clustering schemes have been proposed in the literature to control network

congestion, minimize the interference between conventional cellular and sidelink users

and improve the safety awareness of vehicles.

Concerning the intra- and inter-cluster communication, reference [98] proposed a

cluster-based D2D routing method in which vehicular nodes are clustered according

to their communication range, speed and direction of movement. Data is transferred

to all vehicles in the same and neighbouring clusters using the D2D communication

mode. However, for the inter-cluster communication (when the source and desti-

nation are in different clusters), one or more base stations may be involved in the

communication from the source to the destination. Reference [99] proposed a cluster-

based broadcast mode where the cluster head forwards the multimedia data to its

members by using a broadcasting technique. The proposed scheme enables users to
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form a cluster by using a broadcast-based information exchange mechanism and to

coordinate the channel access in a cluster or between clusters to communicate with

each other. Users can broadcast multimedia information using inter- and intra-cluster

communication links without the help of a cellular network. However, the authors

did not publish any results. In [100], Nokia proposed a voice group call service based

on D2D communication. The proposed scheme can support cluster-based communi-

cation in a Public Safety (PS) situation. After forming a cluster, the cluster head

transmits voice packets to cluster members using D2D links, and to the eNodeB us-

ing the uplink channel. Further, the eNodeB transmits information to cluster heads,

which propagate the information to cluster members using D2D links. However, as

discussed, the inter-cluster communication via road side infrastructures may result in

higher end-to-end delay and significantly degrade the performance of safety services

in VANETs.

Concerning the transmission power control algorithm, most of the research pa-

pers consider the vehicle’s speed, inter-vehicle distance, propagation and transmission

channel conditions and vehicle density information to select the optimal transmis-

sion power for periodic or event-based safety message transmission. Research work

in [101] proposed a transmission power control scheme, taking into account the trans-

mission distance between vehicles and the corresponding cluster head to adjust the

transmission power of transmitters. However, in cluster-based routing, by increas-

ing the transmission range of a cluster, transmitters may generate high levels of

disruptive interference in dense traffic conditions. The work in [102] proposed an

adaptive power control method based on propagation and traffic measurements in

real vehicular networks. Reference [103] proposed an adaptive power control solution

for a multicast service in a green cellular railway communication network. Study

in [104] presented an adaptive multicast transmit power control scheme where base

stations with clients share their downlink channels over an allocated frequency band
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on a spatial-TDMA basis. The algorithm works in two modes, such as centralized

mode and distributed mode, where base stations are time-slot synchronized and to

determine their transmission schedules and transmit power levels.

To address dynamic power allocation issues of vehicles switching between different

base stations, authors in [105], proposed a NOMA-Based power allocation algorithm

which is depends on the distance between the BS and vehicles to allocate transmis-

sion power. In [106], authors proposed a NOMA-enabled hierarchical power control

scheme for dynamic power allocation from BSs to vehicles. This proposed scheme

improved the performance in terms of switching rate and spectrum efficiency. How-

ever, the performance of proposed scheme can be degrade because of the feedback

delay.

Concerning the Mode 3, the authors in [107] presented a joint power control and

resource allocation scheme for safety-related V2X communications in the mixed envi-

ronment where the Vehicular users (VUEs) and Conventional Cellular Users (CCU)

co-exists. The proposed model allow Vehicular Users (VUEs) to work either in the

Mode 3 (centralized system) or in the Mode 4 (distributed system). The Mode

was further divided into two different communication modes: dedicated mode and

reuse mode. Along with the stringent restrictions for latency and reliability, the au-

thors also consider the ProSe Per-Packet Priority (PPPP) data transmission scheme

proposed by the 3GPP standard [21] for safety-related V2X information. For data

transmission, the application layer assigns an independent ProSe Per-Packet Priority

to each V2X message to be transmitted at a lower layer. Furthermore, the PPPP is

used by the ProSe access stratum to prioritise both, intra and inter UE data trans-

missions. Further, the authors propose different power control approaches, reffered to

as Vacant Resource Blocks and Power Allocation (VRBPA) and Occupied Resource

Blocks and Power Allocation Algorithm (ORBPA) for each of the proposed resource

allocation modes, such that, in each case, the information value of a single VUE is



4 LTE-Direct Inter-Cluster Communication and Multicast Transmitting
Power Control Protocols for periodic safety Message Transmission 101

maximized and the co-channel interference between the VUEs and its reuse CCUs is

drastically reduced.

Several research studies on the performance enhancement of C-V2X Mode 3 and 4

are limited to specific performance metrics. The above proposals related to communi-

cation Mode 3 and Mode 4 only focus on the development of TPC schemes to improve

system performance in the terms sidelink resource allocation. The algorithms do not

consider the scenario where the path loss is due to variable inter-vehicle distance and

speed of vehicles. These issues can considerably impact a V2X system performance.

Resource allocation in C-V2X can either be carried out using Mode 3 or without any

network support using Mode 4.

This motivation has led us to propose two new algorithms for cluster-based multi-

cast vehicular networks. An advanced LTE Device-to-Device (D2D) cluster commu-

nication technique, referred to as LTE-DICV2V and a multicast power transmission

control technique, referred to as CMTPC are proposed. These algorithms support

inter- and intra-cluster packet communications, offering a high packet delivery ra-

tio for the CAM messages. The proposed algorithms have several key advantages

compared to the currently published works. Our proposed algorithm LTE-DICV2V

differs from the above works because the proposed algorithm supports both inter-

and intra-cluster communication using LTE D2D links in a multicast mode that is

less network resource intensive. We also propose a multicast power control algorithm,

CMTPC, which adapts the multicast transmission power of transmitters based on

N-channel feedback where the multicast channel condition could change with the

vehicle mobility. The key advantage of the CMTPC algorithm is that it requires

no additional channel estimation processes and it uses received CAM messages to

estimate the channel conditions.



4 LTE-Direct Inter-Cluster Communication and Multicast Transmitting
Power Control Protocols for periodic safety Message Transmission 102

4.3 LTE-DICV2V System model

As depicted in Fig. 4.1, we consider a cigar-shaped cell for a highway scenario where

traffic is flowing in both directions in a multi-lane road. We assume that each vehicle

is equipped with a GPS device capable of providing accurate position information.

The highway is divided into fixed size areas, referred to as zones. Vehicles within

each zone form a cluster where they exchange, safety messages among all cluster

members. A Traffic Map Controller (TMC) keeps track of each cluster on the road

in its database. The TMC is located within the eNodeB. Fig 4.1 shows the edge

nodes in each cluster, which need to exchange CAM messages with their cluster

members as well as with edge nodes of their neighbouring cluster. In Chapter 3,

we utilized a unicast LTE communication technique for inter-cluster communication

where each edge node shared its safety messages with its neighbours through the

eNodeB. However, inter-cluster communication using roadside infrastructure may

result in higher end-to-end delay and increased LTE resource utilization. Due to

longer link distances for inter-cluster communication, it may also affect the age of

the safety packets. The safety data may become outdated and will not be useful once

it reaches to the destination. In this paper, we propose a new direct communication

technique for edge nodes to share the CAM messages.

4.4 Proposed Inter-Cluster Vehicle-to-Vehicle Communication

Inter-cluster communication will allow each cluster to distribute their safety infor-

mation to a neighbouring cluster. The range of communication can be decided based

on the safety application needs. Our proposed algorithm use edge nodes to forward

packets to the neighbouring nodes. Below we first discuss the edge node selection

techniques, then we introduce the LTE-DICV2V algorithm.
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4.4.1 Edge nodes selection

We utilize the proposed clustering algorithm presented in Chapter 3 to support direct

inter-cluster communication among edge nodes located at the boundary of neighbour-

ing clusters. In the proposed mechanism, the vehicle with the lowest average relative

speed and the maximum distance from its current location to the zone boundary is

chosen as the cluster head (CH). The CH stays within a cluster for a longer period

to maintain the cluster stability. In the LTE-DICV2V algorithm, as soon as a CH is

selected and the cluster is formed, the CH selects its farthest members as the edge

nodes. As shown in the Fig 4.2, it is possible that two or more members have the

same distance from their CH. Therefore, a cluster may contain multiple edge nodes

and the edge nodes will be present at both ends of a cluster. Once the CH identifies

the edge nodes, it will share their identities with neighbouring CHs via the eNodeB.

4.4.2 LTE-Direct Inter-Cluster for Vehicle-to-Vehicle Communication

(LTE-DICV2V)

In this proposed architecture, inter-cluster communication is required to share safety

messages among the edge nodes of two neighbouring clusters. As shown in a Fig. 4.2,

vehicle ENJ1 is in the neighbour list of ENi2 but it belongs to the neighbouring cluster

CHj. Both the ENj1 and the ENi2 are located at the edge of the two neighbouring

clusters (i.e., CHi and CHj). After the Edge Nodes (EN) selection, each CH sends

their EN list via the eNodeB to the Traffic Map Controller (TMC) which stores the

EN list in its database. Further, the TMC, which keeps the up-to-date information

about each cluster in its database, will broadcast the stored EN list to all CHs on

the road. In this way, each CH will receive the information about the edge nodes

of their neighbouring cluster. In this example, CHi and CHj are two neighbouring

clusters that send their EN list to the TMC. Once the TMC broadcasts the EN
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Figure 4.2: The proposed LTE-DICV2V algorithm

list to all the CHs on the road, CHi can identify the edge nodes (i.e., ENj1) of its

neighbouring cluster (i.e., CHj). Similarly, CHj can identify the edge nodes (i.e.,

ENi2) of its neighbouring cluster (i.e., CHi). As a result, CHi adds the edge node

of a neighbouring cluster to its Cluster Member list (CML). In such cases, ENj1 on

the edge of cluster CHj will also become the CM of CHi and hold the memberships

of two clusters.

For each cluster node, radio resources are first allocated to the CH by the eN-

odeB. Each CH further schedules the resources among its CMs using a round robin

scheduling technique, as described in Chapter 3. In this case, the resource scheduling

is carried out dynamically by assigning multiple users to the same slot in a round

robin fashion using their IDs in ascending order. Therefore, members of a cluster

can share the same slot in turn to transmit their own CAM in the multcast mode.
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According to our proposed sidelink channel structure for CBC-V2V communication

architecture presented in Chapter 3, ten subframes appear every 100 ms and are

shared among different clusters for the D2D multicast communication. Since each

cluster is allocated a single slot, two clusters can be served by a single subframe. The

LTE slots can be reused at a certain distance interval.

As shown Fig. 4.2, the ENj1 is now a member of the CHi0 and gets its grant

from CHi0 to receive the safety packets from ENi2. The same procedure will be

followed by other clusters. Thus, vehicles located at the edge of two clusters tunes to

different slots in each CAM message cycle. Vehicle ENj1 tunes to two different slots

(i.e., slot 0 and slot 1) at the same time. Once the ENi2 receives slot 0 in its turn,

based on its vehicle ID, it will multicast its own safety to its neighbouring vehicles

Vi1 and ENj1 located at the edge of the neighbour cluster (CHj0). Due to the half-

duplex transmission nature of TDD transceivers, a D2D-enabled TDD node cannot

receive and decode messages while it is transmitting. Therefore, in a cluster, when

one vehicle is transmitting, the remaining vehicles will receive the CAM from the

transmitting vehicle. Using the algorithm, the same D2D resources can be assigned

to different non-overlapping clusters to maximize the spectrum reuse.

4.5 Clustered Multicast Transmitting Power Control

(CMTPC)

In a vehicular network, the distance between a multicast transmitter and its receivers

varies over time. However, the major challenge is how the transmitter determines and

adapts (if the channel condition changes) its transmit power to optimally transmit

data packets to receivers? To solve the above problem, we propose the CMTPC

algorithm, where each multicast transmitter selects the transmitter power based on

the channel conditions, namely the received signal strength, transmit power and
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Figure 4.3: Operation of the CMTPC algorithm

Figure 4.4: The proposed CAM message structure

timestamp of the last received packet.

The CMTPC procedure is summarized in Fig. 4.3. Assume a set of vehicles inside

a cluster C =
{
V1..., Vn

}
are moving on highway road in the same direction. Each

vehicle Vi multicasts its safety packet, using a certain transmit power PTXε
{

0, Pmax
}
.

Once the vehicle receives the safety packet from its neighbouring vehicle, it will

calculate the Received Signal Strength Indicator (RSSI) of the last received packet

and record it, along with other information (i.e., Transmit power, vehicle ID, and
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Figure 4.5: Operation of the CMTPC algorithm

timestamp) from the last sender, in its Vehicle Information Register (VIR).

Similarly, each receiving vehicles records the received RSSI along with the infor-

mation from the last sender in its VIR. Further, for channel condition awareness,

each vehicle will share the stored information of the last received packet with its

neighbouring vehicle. For this purpose, each vehicle adds the stored information

toits own safety packet, and multicast it to its neighbouring vehicles. It is important

to note that each vehicle only shares the information from the last received packet

from its VIR. To facilitate the algorithm implementation in a practical network, we

propose to include four new fields (RSSI value of the last received packet, vehicle ID,

transmitting power and the timestamp). In total, an additional 10 bytes are included

in the CAM message, as illustrated in Fig. 4.4.

Fig 4.5 shows an example in which each vehicle inside a cluster transmits its

safety packet using the proposed multicast approach in the round robin manner. In

the first cycle of multicast transmission, vehicle Vi multicasts its safety packet to its
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neighbouring vehicles ( Vj,VK and VL). Once the neighbouring vehicles receive the

safety packet from vehicle Vi, they will calculate the RSSI of the received packet and

record it along with other information (transmit power, vehicle ID, and timestamp)

in its Vehicle Information Register (VIR). Further, based on the round robin scheme,

the next vehicle Vj will multicast its safety packet along with its stored information

to its neighbouring vehicles (i.e., Vi,VK and VL). This information will propagate to

all members in the same manner.

The same process will be followed by all cluster members to propagate every mem-

ber’s information within this and neighbouring clusters. In this way, each vehicle will

store multiple RSSI values depending on the number of safety packets received from

neighbouring vehicles in each transmission cycle. Using the collected information

from the last received packets, each vehicle creates an array of RSSI values in its

VIR and builds knowledge about the channel conditions in its local surroundings for

the next transmission.

Assume in each round, vehicles create an arrayAN
(
t
)

=
{
RSSIi, RSSIj....., RSSIN

}
of the last received RSSI values based on the total number of received safety packets,

which are represented by Pn. We consider that after receiving the maximum number

of safety packets represented by Pnmax from neighbouring vehicles, each vehicle will

measure the transmission loss represented by LPF of each link, which includes both

path and fading losses. The link transmission loss for each path can be calculated

using equation (4.1). Note that transmitter power values can be extracted from the

CAM packets as shown Fig 3.

LPF = PTX − PRSSI . (4.1)

where LPF represents total loss which includes a path and fading losses measured

by the each vehicle, using stored information, where PTX represents the transmitting
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power and PRSSI indicates the received signal strength of the last received packets

in its VIR.

Further, each vehicle takes the average of all calculated LPF values and adds the

standard deviation to calculate the overall multicast transmission loss. L and SD

represent as the average and standard deviation of all the multicast transmission

losses.

L =

∑N
i=1 Li

(
t
)

+ ....., LN
(
t+ n

)
N

(4.2)

SD =

√√√√ 1

N

N∑
i=1

(
Li − L

)2
. (4.3)

Based on the multicast loss estimation of each previous multicast transmission

cycle, each vehicle adjusts its transmit power to increase the packet reception success

probability. The transmission power of a multicast transmitter is calculated using

(4.4).

PTX ≥
{
L+ SD +Rxth

}
. (4.4)

where Rxth is the receiver’s sensitivity threshold.

4.6 Simulation Model and Performance Analysis

A simulation model was developed (presented in section 4.6.1) to assess the effective-

ness of the proposed algorithms. The propagation model used in the simulations is

the Nakagami-m fading, with m = 1, 2, 3 to represent a wide range of fading inten-

sities. We used the Nakagami fading channel because it is a generalised distribution

that can model Line-of-sight (LOS) and non LOS fading environments. The model

is used for its flexibility and many empirical studies [108] support the applicability
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of Nakagami fading for highway communications. The received power follows the

Gamma distribution with the shape parameter m as shown in (4.5).

Pr(d;m) ≈ Γ
(
m,

Prdet(d)

m

)
. (4.5)

An OMNET++ version 5.1.1 simulation model is developed using the SimuLTE

[17] [16] that utilizes the INET framework 3.4.0. For enhanced traffic simulation, GPS

data incorporation and mobility support, we use the Veins with a realistic mobility

model generated by the microscopic road traffic simulation package Simulation of

Urban Mobility (SUMO) [59]. Results from the simulation were acquired by taking

the average of the 20 simulation runs with different seeds value. The key simulation

parameters are listed in Table 4.1. The SimuLTE model implements direct inter- and

intra-cluster communications for V2V communication utilizing the CMTPC power

control algorithm for communication Mode 3. Some of the major steps of CMTPC

in the simulation are presented in algorithm 1.

For comparison purpose, we also implemented communication C-V2X Mode 4

introduced in Release 14 [109] and an existing Adaptive Transmit Power Control

Algorithm (A-TPC) presented in [110]. The key simulation parameters for A-TPC

and 3GPP Mode 4 are listed in Table 4.2. To implement the C-V2X mode 4 and A-

TPC, we used an open source OpenC-V2XMode 4 frame work. The detail description

of OpenCV2X is given in section 2.5.0.6 of chapter 2. In C-V2X Mode 4, each

vehicle selects transmission resources based on channel sensing referred to as sensing-

based semi-persistent scheduling. Fig 4.6 presents the flow diagram for C-V2X mode

4. Specifically, each vehicle executes the following steps for resource selection and

reservation for V2X message transmissions [111] [112] [113].

• Channel sensing: For channel sensing, vehicles keep measuring the sidelink re-

ceived signal strength indication (SRSSI) on each sub-channel as a measure of
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Algorithm 1 CMTPC
1: Initialization
2: Input = information of last received CAM ( i.e., RSSI, PTX , vehicle ID and

timestamp)
3: output= (a power setting for vehicle Vi)
4: while First transmission cycle t do
5: Vi calculate the PRSSI values of last received safety packets;
6: Create an array A[RSSIi....., RSSIN ] of collected RSSI values in its VIR;
7: for i = 0, i < Pnmax, i+ + do
8: if i < Pnmax then
9: Repeat the steps 5 and 6;
10: else
11: Calculate the LPF for previous cycle based on the RSSI values from an

array using equation (4.1);
12: end if
13: end for
14: end while
15: Calculate the L and SD of all path loss values using equation (4.2) and (4.3)
16: Adjust the transmitting power of Vi to overcome the PLmax using equation (4.4);

=0

Figure 4.6: Flow diagram of C-v2x mode 4
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interference every subframe and collect the sensing measurements for a prede-

fined sensing period, typically set to be 1s.

• Available resource list: Based on the sensing measurement results, the vehicle

creates its own available resource list, LA.

• Resource selection: The vehicle identifies the best 20 percentage resources (i.e.,

the resources having the lowest 20 percentage RSSI values) among LA. Finally,

the vehicle randomly selects transmission resources among the best 20 percent-

age resources. Once selecting its transmission resource, the vehicle reserves

the same frequency resources for the random number of subsequent transmis-

sions with the same transmission interval. For example, the reserved number

of subsequent transmission for CAM messages can be between 5 and 15.

• Resource reselection: After each packet transmission, the number of remaining

consecutive packets, denoted as SPS counter, decreases. If a vehicle encounters

zero SPS counter, it decides to maintain its resources with a probability Pk or

reselect resources with a probability 1 - Pk.

To implement autonomous resource scheduling in communication Mode 4, we

listed all the required parameters for autonomous resource scheduling in the config-

uration files based on the simulation study presented in [110]. All the parameters

have pre-defined values for the highway traffic scenario in the configuration files will

be executed during the initialization procedure. All CAM messages generated at the

same transmission frequency (i.e., 10 Hz) and use the same Modulation and Coding

Scheme (MCS) settings for each traffic scenario. Following the ETSI recommenda-

tion, C-V2X is configured with 5 sub-channels per sub-frame and each sub-channels

has 10 RBs [54].

The model considers a multi lane highway scenario where the vehicles are dis-

tributed according to the Poisson distribution process. We consider a 5-km highway
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Table 4.1: Main simulation parameter for LTE-DIV2V and CMTPC

Parameter Value
Vehicle speed 40-70 km/h

Number of vehicles 96 vehicles/km
Inter-vehicle distance 10 to 120m

Road length & number of lanes 5km & 4
Carrier frequency 2.6 GHz

Transmission time interval (TTI) 10 ms
CAM generation rate 10 packets/sec

Transmission bandwidth 3MHz (i.e., 15 RBs)
Path loss model Free space

Pnmax 30 packets
Fading model Nakagami-m (m = 1, 2, 3)

eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Initial)
Noise figure 5 dB

Receiver sensitivity threshold Rxth -105 dBm
Cable loss 2 dB

Simulation time 800s
Packet size 358 bytes
Tsafety 100 ms

Cluster size 6 to 12 vehicles/cluster

Table 4.2: Main simulation parameter for C-V2X Mode 4 and A-TPC

Parameter Value
Sensing Period 1 sec

Receiver sensitivity threshold Rxth -105 dBm
Probability of maintaining the same resource pk 0

Path loss model Free space
Fading model Nakagami-m (m = 1, 2, 3)

eNodeB Tx power 46 dBm
UE Tx Power 23 dBm (for higher vehicle density)
UE Tx Power 10 dBm (for lower vehicle density)
UE Tx Power 23 dBm (in case of 3GPP mode 4)
Antenna gain 3 dB

Minimum SINR 2.76 dB
Simulation time 800s
CAM Packet size 358 bytes

with four lanes in the same direction. The clustering process starts in the simulation

at the 160th second when all the vehicles have entered the road. We analyse the
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Figure 4.7: Transmit power values using CMTPC

performance of the proposed algorithm in two scenarios. In the first scenario, each

vehicle uses a fixed transmission power to transmit its safety packets using commu-

nication Mode 3 and Mode 4. In the second scenario, each vehicle adjusts its power

dynamically using the CMTPC algorithm for communication Mode 3 and compares

this with Mode 3 and Mode 4 using fixed transmission power. The model is simulated

for different inter-vehicle distances, different cluster sizes and different fading inten-

sities. According to the proposed round robin scheduling, each cluster node receives

an equal share of radio resources for the D2D communication.

Fig 4.7 shows the adapted transmission power values using the CMTPC algorithm

for different inter-vehicle distances. The algorithm enables each vehicle to adjust its

transmit power based on the channel conditions and the locations of the member

vehicles. Each vehicle estimates the average multicast link loss based on the signal

strength of the N received packets from its neighbouring vehicles. The figure shows

that for longer inter-vehicle distances (i.e., from 55 to 115m), the transmission power

values vary from 27 to 29 dBm. At a lower distance range (between 10 to 50m), the

transmission power values vary from 19 to 25 dBm.

Fig 4.8 shows the cumulative distribution function (CDF) of the inter-vehicle dis-



4 LTE-Direct Inter-Cluster Communication and Multicast Transmitting
Power Control Protocols for periodic safety Message Transmission 115

Figure 4.8: Cumulative Distribution Function of inter-vehicle distance

tances, where the inter-vehicle distances are modelled by an exponential distribution

function using a mean value of 70 meters. Using the exponential distribution in the

simulation settings, 40% of the vehicles have an the inter-vehicle distance from 10 to

60 m and remaining vehicles are having the inter-vehicle distance from 60 to 115 m.

Fig 4.9 shows the received signal strength values of the cluster communication

techniques with and without using the CMTPC algorithm. The RSSI values are

measured for different fading intensities. The figure shows that for fixed power trans-

mission, the RSSI values drop below the receiver sensitivity level of -95 dBm. For

the fixed power transmission, we use the value of 26 dBm. For longer inter-vehicle

distances (from 65 to 115m) and for a higher fading intensity (m = 1), the received

signal strength drops to -120 dBm. As compared to the fixed transmitting power

operation, the CMTPC algorithm improves the received signal strength, maintaining

received signal power levels above the receiver sensitivity level of -95dbm.

Figure 4.10 shows the packet success rate of the LTE-DICV2V algorithm with and

without the CMTPC algorithm. The packet success rate is calculated for different

fading intensities with respect to the inter-vehicle distance. The figure shows that

almost 96% of the transmitted packets are successfully received for different inter-
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Figure 4.9: RSSI values with and without using our proposed CMTPC

Figure 4.10: Packet success rate with respect to different inter-vehicle distance with
and without using proposed CMTPC

vehicle distances for good Channel condition with m = 3. The packet success rate

decreases as the inter-vehicle distance increases. For m = 1, the packet success rate

drops by to 65% at the inter-vehicle distance of 115m. The figure shows that when the

CMTPC algorithm is used, almost 90% of the transmitted packets are successfully

received at larger distances (up to 115m) with higher fading intensity (i.e., m = 1).

At 115m distance, the proposed algorithms provide an improvement of almost 26%

over the fixed transmission power operation.

Fig. 4.11 presents the end-to-end delay analysis of our cluster-based architecture
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Figure 4.11: Performance comparison in term of end-to-end delay

as a function of the total number of vehicles/cluster. The figure evaluates and com-

pares the overall end-to-end packet delay of the proposed LTE-DICV2V algorithms

with a conventional cellular-based inter-cluster communication technique operating

in the unicast mode [114]. Due to the use of a direct link between the edge nodes of

two neighbouring clusters, the LTE-DICV2V algorithm offers much lower end-to-end

delay for the CAM packet distribution compared to the unicast cellular communi-

cation technique. The cellular-based inter-cluster communication technique needs at

least two unicast links and a multicast link to share the CAM messages among the

edge nodes in neighbouring clusters.

Fig 4.12 shows the received signal strength values for our proposed scheme CMTPC,

A-TPC, and 3GPP Mode 4 communications. The RSSI values are measured for dif-

ferent fading intensities. The A-TPC algorithm proposed in [110] considers the power

adaptation for the vehicles in a highway scenario only with a fixed traffic density.

However, power allocation based on fixed vehicle density is not practical. The power

variation from 10 dBm to 23 dBm with a step of 13 dBm can increase the interference

among vehicles and could result in overall performance degradation. The figure shows

that for A-TPC and conventional 3GPP Mode 4 using fixed power transmission, the

RSSI values drop below the receiver sensitivity level of -105 dBm. For the fixed power
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Figure 4.12: RSSI values with and without using our proposed CMTPC

Figure 4.13: Packet success rate with respect to different inter-vehicle distance using
proposed CMTPC, 3GPP mode 4 and A-TPC for traffic density (300 vehicles/road
length)

transmission, we use the value of 26 dBm. For longer inter-vehicle distances (from 65

to 115m) and a higher fading intensity (m = 1), the received signal strength drops to

-120 dBm. Compared to the fixed transmitting power operation 3GPP Mode 4 and

A-TPC, the CMTPC algorithm improves the received signal strength, maintaining

received signal power levels above the receiver sensitivity level of -105dbm.
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Figure 4.14: Packet success rate with respect to different inter-vehicle distances
using the proposed CMTPC, 3GPP Mode 4 and A-TPC for traffic density (600
vehicles/road length)

Fig 4.13 and 4.14 show the packet success rate for the our proposed scheme

CMTPC, A-TPC and 3GPP Mode 4 communications in different vehicle density

scenarios. The figures show the packet success rate is calculated for different fading

intensities at vehicle density 300 and 600 per road length, respectively. As seen for

different inter-vehicle distance and traffic density, the proposed CMTPC scheme has

higher success rates compared to the existing techniques A-TPC and 3GPP mode 4.

It should be noted that for the different inter-vehicle distance beyond 50 m, the fixed

transmit power cannot meet the minimum SINR requirements at the receiver side,

resulting in degradation of the packet delivery ratio.

4.7 Summary

This chapter introduced a new direct inter- and intra-cluster communication tech-

nique for vehicular networks using the LTE-D2D communication technique. We have

also proposed a novel cluster-based multicast transmission power adaptation scheme

to improve the CAM message delivery rate in different propagation environments.
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Simulation results show that the proposed LTE-DICV2V and CMTPC algorithms

offer lower end-to-end delay for inter-cluster communication compared to a cellular

unicast transmission mode. The proposed algorithms offer a higher packet success

rate and reduce the end-to-end delay compared to a fixed transmission power opera-

tions. The proposed architecture can be incorporated within the 3GPP structure to

support various applications using LTE-D2D communication services.
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Chapter 5

Clustered Multicast Protocols for

Warning Message Transmission in a

VANETs

5.1 Introduction

In Chapters 3 and 4, techniques for efficient dissemination of basic safety messages

such as CAM in VANETs were presented. The proposed techniques named as CBC-

V2V, ESPD , LTE-DICV2V and CMTPC [94] [95] [115] significantly improve the

performance of safety message transmission. Future intelligent transportation sys-

tems will rely on efficient communication networks to improve safety of passengers,

road users and vehicles. Various safety messages and information need to be ex-

changed among vehicles and infrastructure to support vehicular network services [4].

Safety messages represent both the periodic CAM and the event-triggered Decen-

tralized Environment Notification Message (DENM) which are exchanged among

neighbouring vehicles. A DENM is generally event driven where a particular vehicle

or vehicles or an infrastructure object could detect an event and generate a Warning
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Message (WM) such as road accident warning, emergency vehicle warning, etc.

The warning message is delivered to vehicles approaching towards the area of

an event occurrence. The warning message has many roles, one of the key roles is

that it can act as an awareness message; informing drivers or vehicles about road

or surrounding situations in a specific area. Such messages could improve the road

and pedestrian safety as well as they improve driving experience. A vehicle or an

infrastructure node which detects an event is referred here as the Originating Node

(ON). An ON immediately broadcasts or multicasts a safety message to other vehicles

in an area exposed to the potential danger. The warning message should forward to

all vehicles in an Area of Relevance (AOR). An AOR is a geographical area where an

event could impact traffic movements in the area. For example, a stalled vehicle on a

lane could impact multiple lanes and vehicles on and around the road. In this case,

all vehicles in the affected area should receive the warning message. All the vehicles

in the area of relevance should be notified before they reach the potential danger.

One of the main performance goals of the warning message transmission technique

is high reliability, which is measured as the percentage of vehicles that receive the

WM within a specified delay. Major challenges to satisfy the above requirements

of a warning message are the availability of necessary transmission resources and

limited transmission range of side link channels of the Long Term Evolution (LTE)

network. In this work, we are proposing the use the PC5 interface of the LTE

standard to distribute the warning messages along with the CAM by sharing the

sidelink transmission resources.

A multi-hop transmissions is required to transmit the warning messages to the

distant vehicles which are not in the transmission range of source vehicle or the

Originating Node (ON). For this purpose, several multi-hop transmission protocols

have been developed for many emergency applications such as post-crash warning,

road condition warning and alert of approaching emergency vehicles [116] [117] [118]
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[119] [120]. Various message transmission techniques have been developed to support

safety messaging services in Vehicular Ad hoc Networks (VANETs) [121], [122]. In

[116], the authors proposed contention based mechanism to disseminate warning

messages based on the distance between a receiver and a source node. In [120], the

authors proposed a Distributed Vehicular Broadcast (DV-CAST) scheme to suppress

broadcast storm and also adopts the store-carry forward mechanism for disconnected

networks. Large number of proposals have mostly been developed using the IEEE

802.11p network standard.

However, the IEEE 802.11p standard uses the Carrier-Sense Multiple Access with

Collision Avoidance (CSMA/CA) medium-access scheme. The CSMA/CA based

protocols can experience some challenges when guaranteeing strict reliability levels

and ensuring the scalability feature particularly with the increasing traffic load. Re-

searchers are exploring other networking standard to support efficient delivery of time

critical messages such as the CAM and the WM. Several proposals have been devel-

oped that utilise the LTE network standard. However, due to the use of centralized ar-

chitecture, a conventional cellular LTE-based system may requires significant network

resources to support Vehicle-to-Vehicle (V2V) or Vehicle-to-Everything (V2X) com-

munication needs. In recent years, several research have proposed to distribute safety

messages using LTE/IEEE 802.11p hybrid networks in VANETs [72] [23] [77] [76].

However, these hybrid architectures degrade the performance of a combined network

when the node density increases which leads to higher message transmission delay

mainly due to collisions generated in the IEEE 802.11p-based networks.

In 2014 and 2015, the Third Generation Partnership Project (3GPP) has pub-

lished the first version of Release 12 and 13 respectively, which include a new LTE

standard to support public safety services using the LTE sidelink (or device-to-device

communication) and Proximity Services (ProSe) communication models. In the re-

leases 12 and 13 of the standard [123], the D2D communication model allows direct
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information exchange among the network devices which are in close proximity with-

out sending information packets via the eNB thus offering ad hoc networking services

similar to the IEEE 802.11p standard. The standard includes two radio interfaces.

The cellular interface (named Uu) supports vehicle-to-infrastructure communications,

while the PC5 interface supports V2V communications based on direct LTE sidelink.

The LTE sidelink includes two modes of operation: mode 1 and mode 2. Both modes

were designed with the objective of lengthen the battery lifetime of mobile devices at

the cost of increasing the latency. Connected vehicles require highly reliable and low-

latent V2X communications; therefore, modes 1 and 2 are not suitable for vehicular

applications.

This chapter proposes an LTE-based multi-hop multicast communication net-

work architecture to support Warning Message (WM) transmissions in a vehicular

network by sharing the network resources with other types of messages such as the

Cooperative Awareness Message (CAM). We propose two warning message informa-

tion distribution protocols utilizing the LTE PC5 interface. The Clustered Multi-

hop Multicast Protocol (CMMP) uses a staggered multicast multi-hop transmission

technique to deliver warning messages within an AOR. The Clustered Multi-hop

Broadcast and Multicast Protocol (CMBMP) uses a staggered broadcast/multicast

transmission technique to distributes the warning messages within an AOR. We also

propose a time slot reservation technique where a separate side link channel time

slot will be reserved for the warning message transmission. For both CMMP and

CMBMP protocols, the eNodeB’s scheduler allocates the reserved time slot to each

ON using a time staggered resource allocation technique for the Warning Message

(WM) transmission. Our aim is to keep the resource utilization at a minimum level

and successfully disseminate warning messages to the distant vehicles within an AOR

by maintaining the lowest packet transfer delay. Extensive performance analysis of

the proposed protocols is presented in this chapter. The proposed protocol’s per-
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formances are also compared with the existing IEEE 802.11p/LTE hybrid networks.

The proposed protocols distribute warning messages over a geographical area (i.e.,

AOR) quicker than the IEEE 802.11p based VANET and the IEEE 802.11p/LTE

hybrid vehicular networks.

5.2 Related work

To address the reliability and scalability issues of the IEEE 802.11p-based VANET,

the usage of cellular technologies have been investigated to meet the requirements of

safety services [124] [125] [126]. Several hybrid architectures based on the both the

LTE and the 802.11p standards have been proposed to enhance the safety services in

term of reliability and scalability [127] [128]. The authors in [127] present a cluster-

based centralized vehicular network architecture which uses both the 802.11p and

the LTE standards for well known urban sensing application, Floating Car Data

(FCD) application and studied those system performances with other decentralized

clustering protocols. The authors in [128] proposed a cluster-based VANET-LTE

hybrid architecture for multimedia-communication services. However, these proposed

hybrid architectures do not focus on the safety message dissemination in vehicular

networks.

In [76] and [77], the authors provide the delay performance analysis of hybrid ar-

chitectures. The authors in [76] propose a hybrid architecture known as the VMaSC-

LTE that integrates the LTE network with the IEEE 802.11p-based VANET network.

In [77], the authors proposed a Hybrid Cellular-VANET Configuration (HCVC) to

distribute Road Hazard Warning (RHW) messages to distant vehicles. In this hybrid

architecture, Cluster Members (CMs) communicate with the Cluster Head (CH) by

using the IEEE 802.11p link, and the CHs communicate with the eNodeB by us-

ing cellular links. However, this proposed 802.11p-LTE hybrid architecture increase
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the transmission delay at same time reduces the reliability when the IEEE 802.11p-

based network need to support high node density, leading to higher medium access

delay. In [129], the authors propose a Cellular Vehicular Network (CVN) solution

as a reliable and scalable operator-assisted opportunistic architecture that supports

hyper-local ITS services as the 3GPP Proximity Services (ProSe). A hybrid clus-

tering approach is suggested to form a dynamic and flexible cluster managed locally

by the ProSe-CHs. However, the authors do not focus on the transmission of safety

messages transmission.

Work presented in this chapter differs from the existing works available in the

literature. As discussed, in the existing hybrid architecture, vehicles use the IEEE

802.11p standard for the single-hop safety message transmission and the LTE-network

is used for multi-hop warning message transmission. However, the integration of the

LTE standard with the IEEE 802.11p standard may not be very efficient for warning

message transmission. The main reason for the limitation of such a hybrid network

is that the contention increases significantly in a high density congested vehicular

networks.

We propose a sidelink V2V multicast/broadcast architecture based on a clustering

approach to organize vehicles into dynamic clusters. Compared to other 802.11p-LTE

hybrid systems, in our proposed LTE sidelink based architecture, Cluster Members

(CMs) communicate with the Cluster Head (CH) using an LTE sidelink communi-

cation link, and the CHs communicate with the eNodeB by using the LTE Uu air

interface. In the proposed model, only the CH can communicate with the eNodeB.

Thereby, the traffic load on the uplink and downlink LTE channels will be min-

imised by reducing the data exchange requirements with the eNodeB. The proposed

architecture is unique which shares common network resources for CAM and WM

transmissions to minimize the radio resource requirements. The algorithm use the

emerging LTE-based Device-to-Device (D2D) communication techniques to overcome
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the drawbacks of the 802.11p-LTE based hybrid architectures to support vehicular

ITS services.

Compared to the existing Hybrid Cellular-VANET architectures for safety mes-

sage transmission, namely, VMaSC-LTE [76] and HCVC-PROB [77], the proposed

CMMP and CMBMP algorithms to use minimum LTE channel resources while for-

warding a message in a contention-free mode; ensuring timely and successful delivery

of warning messages. We employ a time-slot reservation technique where all cluster

members use a reserved slidelink time slot to exchange warning messages. The other

benefits such as an efficient and collision free resource distribution come from the

staggered multicast multi-hop transmission, which allows CMMP and CMBMP to

distribute the sidelink reserved slot for multi-hop warning message transmission in a

time staggered manner that offer a chain transmission pattern of WM messages to

all clusters in an AOR.

The chained transmission and time staggered resource distribution techniques

offer an efficient and collision-free resource distribution for CAM and DENM trans-

missions among V2V enabled vehicles. Time staggered resource allocation technique

also minimizes control signalling requirements when a eNodeB receives the allocation

request from a source cluster in an AOR, it will allocate transmission resources to the

source cluster. At the same time, it also sends the resource allocation information to

all other distant clusters in the AOR. In this way, each cluster in the chain process

receives a reserved slot in advance to forward the warning message to neighbouring

vehicle. Thereby, the CMMP and the CMBMP offer a lower distribution delay of

WM in an AOR compared to the existing hybrid architecture available in the current

literature.
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Figure 5.1: A highway scenario for the proposed protocols in the VANET

5.3 Proposed System Model

Figure 5.1 shows a typical highway scenario where vehicles are connected via the

eNodeB of a LTE network. Vehicles on a multilane highway will form clusters where

the cluster heads will coordinate its operation. In [94], we have introduced cluster

formation technique where the vehicle with the lowest average relative speed and the

maximum distance from its current location to the zone boundary is chosen as the

cluster head. We have introduced a LTE-D2D (Device-to-Device) multicast commu-

nications technique that utilises the side link channels for D2D communications to

multicast CAM messages within clusters. For each cluster node, radio resources are

first allocated to the CH by the eNodeB. Each CH further schedules the resources

among its CMs using a round robin scheduling technique as described in section 3.2.6

of chapter 3. In this case, the resource scheduling is carried out dynamically by as-

signing multiple users to the same slot in a round robin fashion using their IDs in

the ascending order. Therefore, members of a cluster can share the same slot in turn

to transmit their own CAM in the multicast mode.
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A Traffic Map Controller (TMC) attched with the eNodeB keeps the track of

each vehicles in cluster. Vehicles in the proposed architecture are equipped with ITS

Proximty Services (ProSe) enabled devices which utilise the LTE and the LTE direct

interfaces. The LTE Uu interface is used for V2I communications to access (Internet

Protocol) IP services, while the LTE direct interface PC5 is used for inter-vehicle

communication. The ProSe App server is an application server which incorporates the

ProSe capability for building the application functionality. The application server can

communicate with an application in the vehicles. The ProSe function is part of the

3GPP standard that connects with other Evolve Packet CORE (EPC) through PC4

interface. Each vehicle will receive its proximity information for direct communication

using our previously proposed EPC level peer discovery model presented in [94].

Each cluster consists of number of members including the Edge Nodes (ENs)

which are used to pass the CAM messages to the neighbouring clusters. Figure 5.1

shows the location of ENs at both ends of clusters. As soon as a CH is selected and

the cluster is formed, the CH selects its farthest members as the edge nodes. It is

possible that two or more members have the same distance from their CH. Therefore,

a cluster may contain multiple edge nodes and the edge nodes will be present at the

both ends of a cluster. Edge nodes are member of two clusters which allow them

to pass CAM messages to neighbouring clusters. Details of the ENs selection and

operation is presented in section 4.4.1 of chapter 4 [115]. We utilise this cluster-based

architecture to transmit both CAM and warning messages. To support the CMMP

protocol, these edge nodes act as a forwarder node to distribute the warning message

to other nodes located in immediate neighbouring clusters. A cluster may contains

multiple edge nodes, in such a case, to avoid the duplication of the warning messages,

each CH randomly chooses one edge node as a Forwarder Edge Node (FEN) and

updates other edge nodes about the selection of the forwarder node. Hence, once the

edge nodes will receive the WM, only the designated FEN will forward the warning
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Figure 5.2: D2D sidelink channel structure
message to its neighbouring clusters.

5.4 Sidelink Channel Structure for the CMMP and the

CMBMP

The LTE release 14 introduced two new communication modes (modes 3 and 4)

specifically designed for V2X communications. In mode 3, selection of subchannels

is managed by the eNodeB. The eNodeB provides dedicated radio resources for User

Equipments (UEs) to transmit data. On the uplink, UEs need to deliver buffer status

reports and scheduling requests for the eNodeB to decide the amount of resources

to grant for mode 3 communication. Further, the eNodeB delivers a scheduling

assignment (SA) that contains decoding information for the UE. This scheduling

information is used to decode subsequent data. Mode 3 is only available when vehicles

are under a eNodeB coverage. Unlike mode 4, the standard does not specify a resource

management algorithm for the mode 3. Therefore, each operator can implement its

own algorithm [130].
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To support the CMMP and CMBMP algorithms for the warning message trans-

mission, we employ a time-slot reservation technique . In line with the communica-

tion mode 3, we suggest the 3GPP standard based D2D sidelink channel structure as

shown in figure 5.2. Figure shows that the eNodeB reserves ten D2D subframes on

uplink cellular traffic channel in the TDM (Time Division Multiplex) manner. The

D2D subframes repetition rate is 100 ms. Each subframe contains two slots, hence

a single carrier offer twenty slots for sidelink communications. Out of the twenty

slots, one slot ( warning message slot is represented as a TWMslot) will be reserved

for the warning message transmission. The number of RBs in a slot depends on the

bandwidth of a LTE channel.

The RBs are used to transmit data and control information. The data is trans-

mitted using transport blocks (TBs) over the Physical Sidelink Shared Channels

(PSSCH), and the Sidelink Control Information (SCI) messages are transmitted over

Physical Sidelink Control Channels (PSCCH) [131]. Both CMMP and CMBMP al-

gorithms share the side link channel time slots to support CAM and WM message

transmissions. Each cluster uses the reserved time slot for WM transmission using

a time staggered resource allocation techniques which is described in section IV. For

CAM messages transmission, each cluster uses a time slot using the proposed round

robin scheduling given section 3.2.6 of chapter 3 [94]. As presented in chapter 3,

the proposed round robin resource allocation scheme is operated by dynamically as-

signing multiple users to the same slot in turn, i.e., one after another based on their

specific ID in the ascending order.
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Figure 5.3: Warning message transmission using the CMMP

5.5 Warning Message Transmission Protocols for Highway

Sceanrio

In the following sections we will present the two warning message transmission pro-

tocols named as CMMP and CMBMP for multi-hop safety messages transmission in

highway sceanrio.

5.5.1 Clustered Multi-hop Multicast Protocol

The CMMP algorithm transmits warning messages using a multicast multihop com-

munication technique. The flow chart of the CMMP message propagation is depicted

in figure 5.3. Figure 5.5 depicts the structure of the warning message, which is com-

pliant with the ETSI (European Telecommunications Standards Institute) specifica-

tion [132]. The warning message header format is composed of a common Intelligent

Transport System Protocol Data Unit (ITS PDU) header and management contain-

ers, which constitutes the warning message payload. The ETSI specifies that the

warning message payload is divided into four containers: 1) management container,

2) situation, 3)location, and 4) à la carte containers. For all types of warning message,

the ITS PDU header and the management container are mandatory. The situation
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container, the location container and the à la carte container are optional contain-

ers. As shown in the figure 5.5, The ITS PDU container includes the type of the

message type (CAM or DENM) and vehicle type and ID that generates the message.

A management container includes the warning message detection time, relevant dis-

tance within which an event is considered relevant to the receiving vehicles, relevance

traffic direction along which the warning message should be disseminated, location

of the originating vehicle and time stamp of the generated warning message.

When a vehicle or an infrastructure node detects an event, it generates a WM.

The message is queued in the ON for distribution. To transmit the message from

the ON, the node generates a flag within its own CAM message as shown in figure

5.6. A Fwm represents the warning message flag. The Fwm flag indicates to the

CH that a WM message is waiting for transmission. On receiving the Fwm flag,

the CH will send a request to the eNodeB via the Physical Uplink Control Channel

(PUCCH) to allocates the reserved slot TWMslot in the D2D channel to the ON for the

WM transmission. The eNodeB will send the allocation information via the Physical

Downlink Control Channel (PDCCH) to the requesting CH which will subsequently

forwards the reserved slot TWMslot information by piggybacking the message with its

own CAM as shown in figure 5.6. On receiving the reserved slot, the ON will multicast

its WM message via the Side Link Multicast Channel(SL-MCH) to all nodes in the

source cluster. The eNodeB also allocates reserved slot via the PDCCH in a time

staggered manner in order to support a chain transmission of WM messages to all

clusters in an AOR.

The figure 5.4 shows the example of time staggered resource allocation technique

used by the CMMP. The eNodeB will allocate a slot in LTE frame n for the cluster

CHi, then it will allocate the same slot to cluster CHi+1 and CHi+2 (in the direction

of message travel) in the n+1 and n+2 LTE frames respectively. Such deterministic

allocation of resource will support the delivery of the message to the final destination
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with in a fixed time.

In our approach, each designated FEN will hold membership of two clusters at a

same time. Figure 5.4 shows the FENi is located at the boundary of the two clusters

CHi and CHi+1. The FENi is the member of CHi but it is also in the transmission

range of neighbouring cluster CHi+1. Based on our previous approach in [115] , FENi

will also become a member of CHi+1 and hold the membership of both clusters CHi
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Figure 5.7: Warning message transmission using the CMBMP

and CHi+1 at the same time. Each forwarder node will then receive a reserved slot

from its neighbouring CH to forward a warning message to neighbouring clusters.

Once the cluster CHi+1 will receive the slot information, it will allocate the same

slot to the FENi of neighbouring cluster CHi. The same procedure will apply to

each forwarder node in following clusters.

When the WM arrives in the FEN of the originating cluster, it will multicast

the WM to the neighbouring cluster using the reserved slot. The WM message will

thus propagates through the clusters of AOR reaching the farthest node. The same

procedure will follow by the each cluster in the AOR.
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5.5.2 Clustered Multi-hop Broadcast and Multicast Protocol

The second algorithm that is referred to as the CMBMP which uses both broadcast

and multicast techniques to distribute WM messages within an AOR presented in

this section. The flow chart of the CMBMP message propagation is depicted in

figure 5.7. In this algorithm, the WM message is distributed within the source

cluster using the reserved slot as described in the CMMP. When the WM message

arrives at the CH of the source cluster, the CH transmit the WM to the eNodeB

via the uplink using the LTE Physical Uplink Shared Channel (PUSCH). Once the

eNodeB receives the warning message, it will calculate an AOR using the Traffic Map

Controller (TMC) and broadcast the warning message to all the CHs located within

an AOR. The eNodeB will broadcast the WM to all the CHs at the same time using

LTE broadcast channel. The figure 5.8 shows an example of time staggered resource

allocation technique used by the CMBMP. Once the eNodeB received the WM from

the source cluster head CHi, it will broadcast the same WM to all the subsequent

clusters CHi+1 and CHi+2 in an AOR via downlink using the LTE broadcast channel.

While broadcasting the warning message, the eNodeB will also allocate the reserved

slots TWMslot via downlink using the PDCCH in different LTE time frames n + 1

and n+ 2 and so on to all clusters CHi+1 and CHi+2...CHn+N in an AOR. Further,

the CHs within the AOR will multicast the same WM in its own cluster by using

the reserved slot TWMslot. The difference between the CMMP and CMBMP is that

the CMMP distributes the WM using a chain process whereas the the CMBMP

distributes message in a staggered transmission mode.

5.5.3 Delay Models

Figure 5.9 shows the delay models for the proposed the CMMP and the CMBMP

protocols. Delay parameters are explained in table 5.1. Delay models show that
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both algorithms introduce same delay for the distribution of WM in source cluster,

but the neighbouring clusters in an AOR experience different delays. In the CMMP

protocol, the ON has to wait for a certain period for its CAM multicast slot which is

represented by TC,ON . As mentioned before that the waiting WMmessage is indicated

by the flag contained within the CAM message of the ON. Following the reception of

a WM from an ON within CAM, the CH sends a reserved slot request to the eNodeB

and a delay for sending slot request from CH to the eNodeB represented by TCH,UP .

The eNodeB allocates a reserved slot after the TAL delay. The CH forwards the slot

allocation information to the ON by using its own CAM message. Following to the

reception of the reserved slot allocation information at the ON it waits for the TW,RS

period to multicast the WM message. When a WM message is multicasted, the

message is received by all cluster members including the FEN. As mentioned earlier

that eNodeB uses a staggered slot allocation technique to allocate reserved slots to

all CHs in the AOR. All CH receives its reserved slot allocation when the source
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CH receives its allocation. To support the chain transmission process of the WM,

clusters receive staggered slot allocation. In the staggered allocation, clusters in the

direction of WM propagation receive their reserved slot in subsequent LTE frames to

support the message multicast delay requirements in each cluster. Using the CMMP

protocol a WM reach the final cluster after propagating through N clusters. Source

cluster WM message distribution delay TSC is shown in (5.1). The WM distribution

end-to-end delay TEM is represented by (5.2).

TSC = TC,ON + 3TM + TCH,UP + TAL + TC,CH + TW,RS (5.1)

TEM = TSC +
[(
N − 1

)(
TW,RSN + TM

)]
(5.2)

The CMBMP delay components are shown in figure 5.9. The source cluster

message distribution delay is same as the CMMP which is represented by (5.1).

However, the WM distribution delay for neighbouring clusters is different since the

source CH forwards the message to the eNB which is then broadcast the message to all

CHs in the AOR. The source CH again has to wait for a certain period for forwarding

the warning message to the eNodeB which is represented by Tch,eNB. Each CH gets

its transmission opportunity to transmit its CAMs in a time division manner. The

end-to-end WM message distribution delay of the CMBMP protocol is represented

by (5.3).

TEM = TSC + Tch,eNB + TB +
[(
N − 1

)(
TW,CH + TM

)]
(5.3)
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Figure 5.9: Major delay components of the CMMP and the CMBMP

Table 5.1: Delay model timing parameters

Notation Description
TC,ON Source node CAM slot wait delay.
TM Multicast slot duration which is 0.5 ms.
TCH,UP CH wait delay to transmit slot alloca-

tion request to the eNodeB.
TAL eNodeB slot allocation delay.
TC,CH CH wait delay for the CAM slot
TW,RS ON wait time for reserved slot to trans-

mit the WM message.
TW,RSN FEN wait time for reserved slot to

transmit the WM message in neigh-
bouring node.

TW,CH CH wait for reserved slot to transmit
the WM message.

Tch,eNB Cluster head wait delay to transmit
WM to eNodeB.

TB eNodeB WM broadcast delay.
TSC Source cluster WM message distribu-

tion delay.
TEM WM distribution end-to-end delay.

5.6 Simulation Model and Performance analysis

A simulation model is developed to analyze the performance of CMMP and CMBMP

protocols. An OMNET++ 5.1.1 simulation model is developed utilising the Si-



5 Clustered Multicast Protocols for Warning Message Transmission in a
VANETs 140

Table 5.2: Main simulation parameter

Parameter Value
Vehicle speed 40-70 km/h

Number of vehicles 180 vehicles/km
Inter-vehicle distance 10 to 120m

Road length & number of lanes 2 km & 4
Carrier frequency 2.6 GHz

CAM generation frequency 10 Hz
DENM generation frequency 2 to 4 Hz

Number of warning message senders 2
Warning message size 350 to 520 bytes

Warning message notification region 2 km
Transmission bandwidth 3MHz (i.e., 15 RBs)

Fading model Nakagami-m (m = 1, 2, 3)
eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Initial)
Noise figure 5 dB

Receiver sensitivity threshold Rxth -95 dBm
Cable loss 2 dB

Simulation time 700s
Safety message size 362 bytes

Tsafety 100 ms
Number of clusters 16 to 26/ 2km

Number of vehicle/cluster 6 to 10/cluster

muLTE [133] [134] model and the INET3.4.0 framework. The SimuLTE, instead,

is a system-level simulator of LTE networks, based on the INET framework. It is

based on OMNeT++ and exploits the INET framework to implement all the higher

layers of the IP stack as well as the main IP nodes of the communication network,

such as IP routers and application servers. Moreover, INET provides the concept of

Network Interface Card (NIC) modules, which can be included within other modules

to implement models of various communication protocols between network devices.

The Veins package is used for enhanced traffic simulation where GPS data was incor-

porated for the mobility support. A realistic mobility model is generated by the mi-

croscopic road traffic simulation package Simulation of Urban Mobility (SUMO) [59].

The Veins provides vehicular mobility to OMNeT++, using SUMO as the underlying
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vehicular traffic simulator. For the integration of simuLTE and veins, a vehicular Mo-

bility module has been added. This is define as an interface that can be implemented

by the TraCIMobility module define by Veins. The detail description on veins and

simuLTE intigration is presented in [16] [17] [135].

The simulation model used the Nakagami m fading model with m values varies

from 1 to 3 to represent a wide range of fading conditions. Results from the simu-

lation were acquired by taking the average of the 20 simulation runs with different

seeds value. Key simulation parameters are listed in table 5.2. A two km four lanes

highway is used to simulate the network where vehicles in four lanes are flowing in

the same direction. Vehicle density on the road is simulated by the Poisson distribu-

tion process. The inter-vehicle distance is modelled by an exponential distribution

function with a mean value µ (in meters) where a safety headway distance of three

second is maintained. The model placed two emergency vehicles on the road to gener-

ate event based warning messages. The entire 2 km highway is considered as an AOR.

The CMMP and the CMBMP algorithms are implemented in the SimuLTE model.

We also implemented two LTE/802.11p simulation models to simulate the VMaSC-

LTE [76] and the HCVC-PROB [77] basic algorithms to obtain several performance

parameters for comparisons.

Figure 5.10 shows the average single cluster warning message distribution delays

for CMMP, CMBMP, VMaSC-LTE and HCVC-PROB protocols. The proposed pro-

tocols were simulated for different WM generation frequencies. Figure shows that

both proposed protocols offered much lower end-to-end delay compared to the exist-

ing protocols. Also the CMMP and CMBMP protocols performances are less sensi-

tive to the cluster size variation due to use of the multicast technique where delay

increases slightly due to the use of round robin packet transmission techniques. Low

message distribution delays are achieved due to the absence of any contention process

in the LTE network. The contention process introduce a longer delay particularly
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Figure 5.10: Single cluster transmission delay for the CMMP and the CMBMP
with respect to different cluster size and warning message generation rates
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Figure 5.11: All cluster transmission delay for the CMMP and the CMBMP with
respect to different cluster size and warning message generation rates

with higher node densities in a cluster mainly due to retransmission requirements.

As shown in (5.1) that all the delay components of the CMMP and the CMBMP pro-

tocols are deterministic with small range of variabilities due to the message arrival

process and the time frame structure of the channel.

Figure 5.11 shows the end-to-end warning message distribution delay with the
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increasing cluster size. In this case the delay slightly fall with the increasing cluster

size because fewer clusters in an AOR. In this case both proposed protocols introduced

very similar delay values. Delays introduced by the existing hybrid VMaSC-LTE

and HCVC-PROB protocols are significantly higher due to the presence of multiple

collision domains in each cluster.

Figure 5.12 shows the Cumulative Distribution Function (CDF) plot of the end-

to-end message distribution delays. This plot shows that around 97% message delays

are below 100 ms for the proposed protocol whereas about 80% message delays of the

HCVC-PROB protocol are below 100 ms and about 70% of messages are transmitted

with the same delay by the VMaSC-LTE protocol. From the delay profiles it can

be seen that the cellular only based VANET performs significantly better than the

existing hybrid networks.

Figures 5.13 and 5.14 show the message reception ratio at the far end of the

AOR. Both plots show that the CMMP and the CMBMP protocols offer almost

100% message delivery ratio due to deterministic nature of the channel structure used

in the VANET. The simulated channel Signal to Noise Ratio (SNR) was relatively

high in this model hence, almost none of packets were corrupted due to low SNR
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Figure 5.13: Reception ratio of warning message for the CMMP with respect to
different vehicle density and warning message generation rates

100 120 140 160 180

Number of vehicles/km

60

65

70

75

80

85

90

95

100

R
ec

ep
ti

o
n

 r
at

io
 (

%
)

CMBMP (2 warning messages/sec)
CMBMP (3 warning messages/sec)
CMBMP (4 warning messages/sec)
VMaSC-LTE (4 warning messages/sec)
HCVC-PROB (4 warning messages/sec)

Figure 5.14: Reception ratio of warning message for the CMBMP with respect to
different vehicle density and warning message generation rates

values. The hybrid protocols showed lower message reception ratios again mainly

due to lower efficiency of the CSMA/CA protocol. Within the increasing number of

vehicles, the performance of the 802.11p networks decline resulting fewer messages

are forwarded to the end cluster of an AOR.

Figure 5.15 and 5.16 shows the message reception ratio of both the CMMP and
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Figure 5.15: Reception ratio of warning message for the CMMP with respect to
inter-vehicle distance and different channel conditions
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Figure 5.16: Reception ratio of warning message for the CMBMP with respect to
inter-vehicle distance and different channel conditions

the CMBMP algorithms. The message reception ratio is calculated for different

fading intensities with respect to the different inter-vehicle distances. Compared

to the existing hybrid protocols the VMaSC-LTE and HCVC-PROB, the proposed

protocols, offer almost 97% message delivery ratio for a channel condition withm = 2.

The packet success ratio decreases as the inter-vehicle distance increases.
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Figure 5.17: LTE resource utilization for the CMMP and the CMBMP with respect
to different cluster size and warning message generation rates

Finally, we compare the transmission resource requirements of all protocols stud-

ied in this work. We consider the resource utilization for the LTE air interfaces only.

Fig. 5.17 shows the LTE resource utilisation for all protocols. Resource utilisation

values are calculated using (4), where the ratio of number of RBs used to the total

number RBs available represent the efficiency figure.

LTERU =
RBsUL +RBsDL

RBsavilable
× 100 (5.4)

Where RBsUL and RBsDL represent number of resource blocks used on uplink

and downlinks respectively. RBsavilable represents the total number of resource blocks

available on each LTE uplink and downlink channels. The plot shows the resource

utilisation reduces with the increasing cluster size mainly due to lower signalling and

forwarding channel requirements. The efficiency of the CMMP and the CMBMP is

higher due to sharing of transmission resources with CAM transmission resources.
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5.7 Warning Message (DENM) Transmission Protocols for

City Scenarios

In this section, our focus is to further develop the Clustered Multi-hop Multicast

Protocol (CMMP) [136] presented in section 5.5.1 of this chapter to improve the

reliability of the warning message transmission named Decentralized Environment

Notification Message (DENM) in city road scenarios. The proposed schemes exploit

the mobility metrics that include moving direction, relative velocity, and relative

distance. It is important to note that, to further develop the CMMP protocol for

city scenario, we used a our prediction-based protocol, referred to as Prediction-Based

Updating, Monitoring, and Joining (PUMJ) presented for different road structure in

the chapter 6. Fig. 5.18 shows a city scenario where vehicles are connected via the

eNodeB of a 5G-V2x network. A city road is divided into the four road segments R1,

R2, R3, and R4, and each road segment has four lanes. Vehicles in multilane road

segments will form clusters where the cluster heads will coordinate their operation.

When a vehicle or an infrastructure node detects an event, it generates a WM.

The message is queued in the source vehicle. A vehicle that generates the Warning

Message (WM) is named as Originating Node (ON). On the straight highway, the

vehicle ON will use the CMMP and CMBMP protocols to transmit a warning message

in the Area of Relevance (AOR). For the city scenario, the area of relevance is measure

according to the future moving direction of the ON.

As shown in the fig. 5.18, a vehicle ON on the road segment R2 is moving towards

the road segment R1. When ON generates a warning message, all the vehicles in the

area of relevance should be notified before they reach the possible collision area. For

example, the vehicles on the road segments R3 and R1 fall under the AOR of the

ON. However, circulating a WMmessage to neighbouring and distant vehicles on road

segment R3 and R1 in the AOR in the city road can be a bit challenging compared
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Figure 5.18: A city intersection scenario for the proposed 5G-Based Vehicular Net-
work Architecture

to the straight highway road. One of the major limiting factors in transmitting a

WM is the Line of Sight (LOS) requirement. As shown in the figure, the vehicles

moving on the road segments R3 and R1 are not in the direct line of sight (LOS),

and they are not aware of each other’s locations. There is always a high probability

of the collision between vehicles moving towards the same intersection from different

road segments. In order to overcome the above problem, we modified our proposed

protocol, CMMP using PMUJ, refereed to as Prediction-Based CMMP (PB-CMMP),

to transmit warning messages in a city road scenario. In the following section, we

will discuss our proposed protocols PB-CMMP using PMUJ.
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5.8 PB-CMMP for Warning Message Transmission in City

Scenario

Maintaining cluster stability near an intersection such as a city road intersection is

challenging compared to cluster maintenance on a multilane straight highway. Joining

and leaving a cluster near a city intersection requires a reliable cluster management

technique that can offer quick organization and re-organization of the cluster. To

support the above requirements, we have designed and developed a prediction-based

algorithm to support the following criteria:

• To improve the cluster stability.

• To support our previously developed multi-hop communication protocol CMMP

to disseminate emergency warning safety messages (i.e., DENM) in a geographic

region ahead of the vehicle in a city roundabout.

• TO reduce the emergency safety message transmission delay to neighbouring

and distant vehicles in the areas of relevance. In this way, other road users can

be warned earlier and are provided with detailed information about the route

of the approaching emergency vehicle. This enables them to react in a timely

and appropriately way so that they do not block the emergency vehicle.

Fig. 5.18 shows the trajectory of Source and Host clusters moving towards the

same roundabout. We assume that the clusters moving on the road segments R1 and

R3 are the Host Clusters (HCs), and clusters moving on the road segment R2 are

the Source Clusters (SCs). The cluster CHi+1, along with its cluster members, are

moving towards the roundabout and looking for the host cluster to merge with at the

roundabout. However, due to variable speed and the changing position of vehicles,

it can be very challenging for the source cluster to join or merge with other clusters
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Figure 5.19: Flow diagram of the PB-CMMP using PMUJ

at a roundabout. In our proposed clustering approach, the Traffic Map Controller

(TMC) maintains a database that keeps the up-to-date information about all the

clusters moving on the road. All CHs send an update to TMC about any change in

their cluster. In our study, we consider that TMC will generate a RoundaboutAhead

when the source cluster (SC) is at a distance represented as RoundaboutDTh
away

from the roundabout. In this case, if the cluster is approaching a highway intersection,

the TMC will send a RounaboutAlert alert message to the cluster. Figure 5.19 shows

the flow diagram of the PUMJ algorithm. To enable the inter-cluster soft handover

at the roundabout, we propose to choose a vehicle which will leave the cluster last as

the new Cluster Head (CH). Once the SCH will receives the RounaboutAlert, it will

give up its CH role and assign the CH head role to the vehicle which has the longest

lifetime or the highest remaining distance from the roundabout among all the cluster

members. Thereby, CMs can be connected to their old CH before the leaving the

source cluster and joining the HCs at the roundabout.

TMC makes a list of all the existing clusters approaching the roundabout on
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different road segments and calculates the possible joining locations for each desti-

nation cluster, into which the source cluster members can insert themselves at the

roundabout. In each host cluster, the TMC calculates the possible joining locations

based on the two vehicles’ headway distance. The possible joining location is defined

as the inter-vehicle spacing, which is higher then or equal to the headway distance

required to accommodate a new vehicle. Let’s assume that the headway distance

required to accommodate a new vehicle is represented by Xjoining, and the minimum

safe headway distance is represented as Xsafe. We assume that to accommodate a

new vehicle, the inter-vehicle distance should be two times higher than the minimum

safe headway distance. Thus, the headway distance required to accommodate a new

vehicle can be given as:

Xjoining = 2 ∗Xsafe (5.5)

5.8.0.1 Joining Probability Between Source and Host Clusters

Further, TMC will calculate the joining probabilities between the member of a source

cluster and possible joining locations in host clusters. In our case the required infor-

mation for approaching source cluster member CMi+1 and possible joining location

J1 consists of the distance from the roundabout of their trajectories dCMi+1
and dJ1

and the speed VCMi+1
and VJ1 , maximum acceleration, deceleration, yaw angle and

yaw rate. As shown in Fig. 5.18, CMi+1 is moving towards the intersection area.

Based on the headway distance between the the two vehicles, there are eight possible

joining points J1, J2, J3, J4 and J5,J6, J7, J8 in host clusters on the road segments

R3 and R1, respectively. The probability that a member of the source cluster will

insert itself in any of the possible joining points will depend on the probability of

collision between the member of the source cluster and any possible joining location

at the roundabout. For simplicity, we will consider only CMi+1 and possible joining



5 Clustered Multicast Protocols for Warning Message Transmission in a
VANETs 152

Figure 5.20: Calculation of the joining probability using PMUJ

location J1 for the probability calculation. Fig. 5.20 shows the algorithm used by

TMC to predict the joining probability between dCMi+1
and dJ1 . Let’s assume that

speeds of the CMi+1 and J1 are approximate to linear near the intersection point

where the collision is possible. Therefore, the current position of each vehicle can be

written as:

L(t) = x+ tv (5.6)

where x is an current position vector along the line at time t = t0 and v is the

velocity. The positional relationship between vehicles using the point of intersection

can be written as:
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xCMi+1
+ t0vCMi+1

= xJ1 + t0vJ1 (5.7)

In the configuration, CMi+1 and J1 pass the roundabout at some time tCMi+1
and

tJ1 respectively. Therefore, the encounter velocity is:

U = vCMi+1
− vJ1 (5.8)

To accurately predict the joining probability, the current motion parameters,

such as speed, distance to the roundabout and acceleration of source vehicle and

host joining location, should be considered in the proposed prediction algorithm. In

our study, the proposed prediction algorithm is developed using the existing vehi-

cle trajectory and collision prediction techniques presented in [137] [138] [139]. Our

proposed prediction algorithm uses the vehicle future moving direction and road tra-

jectory with which the future distance between both CMi+1 and J1 will be calculated.

Following the existing vehicle trajectory and collision prediction techniques presented

in [137] [138] [139], our proposed prediction algorithm consists of two main models.

First one is the kinematic model to predict vehicle future state parameters, such

as vehicle speed, position, and acceleration. Second model is used to predict the

future trajectory of road geometry ahead. The predictions of the vehicle speed by

the kinematic models at the timestamp tK is calculated using the basic equations of

motion:

VKinematic,k = Vk + axtk, (5.9)

Where axtk is the vehicle longitudinal acceleration at the current timestamps tk.

According to the road structure ahead, we consider vehicle moving at certain speeds

on the expected trajectory. The expected trajectory of a source vehicle near the entry
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point is described by a hyperbolic curve parameterized by the road width W and the

crossing angle θ. The authors in [137] presented the evaluation of these parameters

in the real-time field. The future trajectory curve based on the moving direction can

be obtained using (5.10)

y′ = f(x′, θ,W1,W2) = tan
θ

2

√
x′2 +

b2(W1 +W2)2

tan( θ
2

(5.10)

Where (x′, y′) is the expected vehicle position in the standard coordinate for

the hyperbola (x′-axis and y′-axis). W1 and W2 are road widths of road segment

R3 and R2 respectively shown in Fig. 5.18, θ is the roundabout crossing angle and

b is relevant to the driving behaviour. The expected speed vExp in the standard

hyperbola coordinates, varies while the vehicle is passing through the roundabout.

vExp is assumed to follow a piecewise Gaussian function and an arctangent function

of expected vehicle positions, [xExp, yExp,k], as expressed in (5.11) and (5.12).

VEM,k(i) =


VLV max1

+ (VLV max1
− VLV max1

) exp
(
− xExp(t

2
k

s21

)
, ifxExp,k(i) 6= 0,

VLV max1
+ (VLV max1

− VLV max1
) exp

(
− xExpt

2
k

s22

)
, otherwise,

(5.11)

Stk = (VLV max1
− VLV max2)tde,

Stk = (VLV max3
− vLV max2

)tac,

aExp(tk) = arctan
(
− a2xExp(tk)

b2yEXP (tk)

)
,

(5.12)

where VLV max1
and VLV max3

are speed limits on two intersected roads at an in-

tersection, VLV max2
is the lower speed that a vehicle decelerates to when it passes
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the intersection and tde and tac are the deceleration time and acceleration time re-

spectively, these values are calculated when vehicles approach a roundabout. From

(2)–(7), we can obtain predictions of vKinematic(tk) , ad vExp(tk) parameter for source

cluster member and possible joining location according to (5.13) and (5.14)

VCMi+1
(tk) = β(i)VKinematic(tk) + [1− β(i)]vExp(tk), (5.13)

VJ1(tk) = β(i)VKinematic(tk) + [1− β(i)]vExp(tk), (5.14)

Where β(i) is the weighted coefficient at timestamp tk. The vKinematic,k and

vExp(tk) are predicted speed from kinematic models and expected trajectory model,

respectively. The TMC will calculate the time it will take a vehicle to reach the

roundabout. Let’s assume that the CMi+1 will take the t seconds to reach the

boundary of the intersection area. The TMC will predict the time for CMi+1 to

reach the roundabout, and on the other hand, it will also calculate the final position

of the both CMi+1 and J1 after t seconds. The final positions of the joining location

and source cluster member after t can be calculated as:

L′
CMi+1

(t) =
1

2
aCMi+1

tkt
2 + VCMi+1(tk) + xCMi+1

(tk) (5.15)

L′
J1

(t) =
1

2
aJ1(tk)t

2 + VJ1(tk) + xJ1(tk) (5.16)

where L′
CMi+1

and L′
J1

(t) represent the final positions of a source cluster member

and possible joining location, respectively, after t time, aCMi+1
and aJ1 represent the

acceleration source cluster member and joining location, respectively, VCMi+1
and VJ1

are the staring velocity and xCMi+1
and xJ1 are the starting position of source cluster

member and possible joining location, respectively. Based on the final position of
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the joining location, the TMC will measure the future distance between the CMi+1

vehicle and the joining location J1. There is a possibility that moving vehicles with

variable velocities will have unique time at which the distance between CMi+1 and

J1 becomes minimum near the intersection point. By calling this specific time t+ 1,

we get the following minimum distance

Dmin = |L′
CMi+1

(t)− L′
J1

(t)|. (5.17)

At the time t + 1, the joining point J1 located at the intersection point and

minimum distance Dmin is smaller than then distance threshold Dth. Dth represents

the specified collision radius. Collision is possible if Dmin is smaller than a specified

collision radius τ , i.e., ∆t < ∆tcol, where ∆tcol is given by:

∆tcol =
U ∗Dmin

|VCMi+1
∗ VJ1|

(5.18)

The collision radius τ would be the sum of the physical radii of the two vehicles.

Thus, the probability that the CMi+1 will placed itself in a cluster depends on the

Dmin between CMi+1 and J1. Therefore, the CMi+1 will insert itself at J2 in the

cluster when the collision will occur at time t + 2. Considering that CMi+1 passes

the intersection point, the probability Pjoin that CMi+1 collides with joining points

J1 is

Pjoin =
∆tcol
t+ 1

=
2τU

|VCMi+1
j1|t+ 1

(5.19)

Similarly, the TMC will calculate the joining probability between all the members

of the source clusters and other possible joining locations. Among all possible joining

locations, the TMC will choose the joining location with the first and the second

highest probability.
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Figure 5.21: Warning message transmission using PMUJ combined with CMMP

5.8.0.2 Monitoring and Updating the Source Cluster and Host Cluster

Once the TMC calculates the joining probabilities, it will generate the TrafficAlert

and send it to the source cluster. At the same time, the TMC also sends a CAlert

message to the chosen host cluster with first and second highest probability. Upon

reception of TrafficAlert, the SCH extracts all the information from the alert message

and updates its VIR with the new proximity data. On the other hand, once the

chosen cluster head receives the alert message, it will create a new virtual entry in

its Cluster Member Table (CMT) and add the members of a source cluster to its

CMT as a Virtual Cluster Member (VCM). Further, the CH assigns a new vehicle

ID to the VCM and reorganizes the resource distribution based on the vehicle ID.

As per our proposed round-robin scheduling, each member of the cluster will receive

the sidelink (SL) resources based on their ID in ascending order.

As mentioned in the above section, in our prediction-based protocol, once the

TMC calculates the joining location with higher probability, it will send an alert
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message to both the chosen cluster and host cluster moving towards the same inter-

section. Further, the member of the source cluster joins the predicted host clusters

at the intersection. However, due to high dynamic topology, such as different speed

profiles, there is the possibility that the vehicle will fail to join the predicted cluster

with the highest joining probability. In this case it may join other neighbouring clus-

ters with the second or third highest probability at the intersection. To overcome

the above situation, we devise a procedure where the TMC will multicast an alert

message to both the chosen clusters with first and second highest probabilities at the

same time. In this way, immediate neighbours with the second-highest probability

will also become aware of the vehicle approaching towards the intersection area.

Once the chosen clusters receive the update message, they will extract the Source

Cluster Member (SCM) information and add the source cluster member virtually in

their cluster member list. Thereby, the source vehicle becomes a virtual cluster mem-

ber of the chosen clusters (i.e., both with first and second highest probability). The

term Virtual Cluster Member (VCM) defines a vehicle which does not join the host

or chosen cluster physically, but it can connect to the host cluster virtually for safety

message transmission. When the source vehicle becomes the virtual member (VM),

the host or chosen clusters will reorganize its resource distribution. Our proposed

resource distribution scheme is operated by dynamically assigning multiple users to

the same slot in turn, where they share the slot using their ID in the ascending or-

der. Once the vehicle joins virtually, HCs assign a new ID to the SCM according

to the predicted joining location, where it will insert itself into the cluster. Further,

each member will receive the sidelink slot as per its respective vehicle ID. Unlike the

chosen cluster, the neighbouring cluster will create a temporary entry and add the

SCM as a the Virtual Temporary Cluster Member in its cluster member list. That

means, the SCM will not assign a new vehicle ID or receive transmission resources

from the CH.
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In this case, the SV will hold membership of the two clusters at the same time.

However, if the SV holds membership of two clusters, then which cluster will as-

sign the sidelink slot to the SV for its safety message transmission? To resolve the

situation, we devise a procedure where the SV will form a new multicast group in

its Vehicle Information Register (VIR). Fig. 5.21 shows the resource allocation pro-

cedure for both virtual members and the warning massage transmission technique.

The SCM will create two different multicast groups in its VIR. In the first multi-

cast group, it will add all the members of the chosen cluster with the first highest

joining probability HCP1 , and in the second multicast group, it will add the member

of the cluster with the second-highest probability HCP2 . As SCM holds the dual

membership, so it will receive the SL slot from both chosen clusters using the pro-

posed round-robin scheduling. Once the source vehicle receives the slot, it will check

whether it is for the chosen cluster with the first highest probability or second-highest

probability. If the SCM receives the slot from the cluster, it will only multicast the

safety message in the first multicast group, whereas if it receives this from the SC, it

will multicast the safety packet in its second multicast group cluster. The TMC keeps

up-to-date information about all the clusters on the road. Once the SCM becomes

the virtual member of both chosen clusters, the TMC keeps monitoring both chosen

clusters’ velocity profiles and source vehicles. As mentioned above, due to different

speed profiles, the vehicle may join a different cluster instead of the predicted one

at the intersection. To overcome the prediction error, we suggest a procedure where,

after a particular period, i.e., represented as one-half time of the total monitoring

time, and the TMC recalculates t he SCM’s joining probabilities and chosen clusters,

and compares them with previously calculated probabilities. If the joining probabil-

ities are the same as the previous ones, the TMC will instruct the cluster with the

second-highest probability to remove the SCM from the cluster member table. If the

probability is different from the previous one, then it will instruct the chosen cluster
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with the highest probability to release the VCM from its CMT and reorganize the

cluster accordingly.

5.8.1 Warning Message (DENM) Transmission Using PB-CMMP

As mentioned previously in Section 5.4, to transmit the message from the ON, the

node generates a flag within its own CAM message2. A Fwm represents the warning

message flag. The Fwm flag indicates to the CH that a WM message is waiting for

transmission. On receiving the Fwm flag, the CH will send a request to the eNodeB via

the Physical Uplink Control Channel (PUCCH) to allocate a reserved slot TWMslot in

the sidelink channel to the ON for the WM transmission. The eNodeB will send the

allocation information via the Physical Downlink Control Channel (PDCCH) to the

requesting CH, which will subsequently forward the reserved slot TWMslot information

by piggybacking the message with its own CAM. On receiving the reserved slot, the

ON will multicast its WM message via the SideLink Multicast Channel(SL-MCH)

to all nodes in the source cluster. The eNodeB also allocates reserved slots via the

PDCCH in a time staggered manner in order to support a chain transmission of WM

messages to all clusters in an Area of Relevance (AOR).

Fig. 5.22 shows an example of the time-staggered resource allocation technique

used by the CMMP. The eNodeB will allocate a slot in LTE frame n for the cluster

CHi, then it will allocate the same slot to cluster CHi+1 and CHi+2 (in the direction

of message travel) in the n+1 and n+2 LTE frames, respectively. Such a deterministic

allocation of resources will support delivering the message to the final destination

within a fixed time. In our approach, each designated FEN will hold membership of

two clusters at the same time. The FENi is located at the boundary of two clusters

CHi and CHi+1. The FENi is a member of CHi but it is also in the transmission

range of a neighbouring cluster CHi+1. Based on our previous approach in [115], the
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Figure 5.22: Reserved slot allocation for WM message transmission using CMMP

FENi will also become a member of CHi+1 and hold membership of both clusters

CHi and CHi+1 at the same time. Each forwarder node will then receive a reserved

slot from its neighbouring CH to forward a warning message to neighbouring clusters.

Once the cluster CHi+1 will receives the slot information, it will allocate the same

slot to the FENi of neighboring cluster CHi. The same procedure will apply to each

forwarder node in the following clusters. When a WM arrives in the FEN of the

originating cluster, it will multicast the WM to the neighbouring cluster using the

reserved slot. The WM message will thus propagate through the AOR, reaching the

farthest node. The same procedure will be followed by each cluster in the AOR.

5.9 Simulation Model and Performance analysis

We performed vehicular network simulation for a realistic urban environment by

considering a city road intersection of the city of Sydney. We simulated our proposed
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Figure 5.23: Real traffic (city roundabout road) scenario imported to SUMO using
OpenStreetMap and modified using NETEDIT

Figure 5.24: Developed simulation model (Integration of SimuLTE, SUMO, and
Veins)

protocols using OMNET++, SUMO, and Veins simulators. An OMNET++ version

5.1.1 simulation model is developed using the SimuLTE [17] [16] that utilizes the

INET framework 3.4.0. For enhanced traffic simulation, GPS data incorporation
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Table 5.3: Main Simulation Parameters

Parameter Value
Vehicle Average speed intuniform [20-x, 40-x] km/h, X= rand(1.10)

Average Number of vehicles 350 to 400
Length of the vehicle 6 meter

Traffic flow rate 16 vehicle/min on R1, R3
Traffic flow rate 12 vehicle/min on R2, R4

Averge Inter-vehicle distance 30m
Road length & number of lanes 1.5 km & 4

RoundaboutDTh
1.5

Carrier frequency 2.6 GHz
CAM generation frequency 10 Hz
DENM generation frequency 2 to 4 Hz

Number of warning message senders 1
Warning message size 350 to 520 bytes

Warning message notification region 2 km
Transmission bandwidth 3MHz (i.e., 15 RBs)

Fading model Nakagami-m (m = 1, 2, 3)
eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Initial)
Noise figure 5 dB

Receiver sensitivity threshold Rxth -95 dBm
Simulation time 700s

Safety message size 362 bytes
Tsafety 100 ms

and mobility support, we use Veins with a realistic mobility model generated by the

microscopic road traffic simulation package Simulation of Urban Mobility (SUMO)

[59]. Results from the simulation were acquired by taking the average of the 20

simulation runs with different seeds value. The key simulation parameters are listed

in Table 5.3.

The model considers a multi-lane city scenario where the vehicles are distributed

according to the Poisson distribution process. We consider a city intersection scenario

with four road segments R1, R2, R3, R4 shown in figure 5.18. We selected a real city

intersection from the Open Street Map (OSM) [140] which considers road directions,

number of lanes, and maximum allowed speed for the real street. Fig. 5.23 and
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Figure 5.25: Joining probability between source vehicles and possible joining loca-
tions

5.24 show the selected city intersection, which is represented by four different road

segments. Each road segment is 1.5 km long with two lanes per direction. Vehicular

traffic is generated using SUMO. SUMO’S is a graphical network editor, NETEDIT,

was used to design the synthetic city road.

Vehicle density on the road is simulated by the Poisson distribution process. The

simulation model was run with different traffic flow rates on different road segments

from different directions. The inter-vehicle distance is modelled by an exponential

distribution function with a mean value µ (in metres) where a safety headway dis-

tance of three seconds is maintained. The model placed one emergency vehicle on

the road segment R2 to generate event-based warning messages. All the road seg-

ments are considered as an AOR. The PB-CMMP protocol is implemented in the

SimuLTE model. We also implemented a LTE/802.11p-based simulation model to

simulate the HCVC-PROB [77] algorithm to obtain several performance parameters

for comparisons.

Fig. 5.25 to 5.26 show the measured joining probabilities of the source cluster
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Figure 5.26: Comparison between predicted and simulated data

100 150 200 250 300 350

Vehicle density/road segments

50

60

70

80

90

100

110

120

130

140

S
o

u
rc

e
 c

lu
s
te

r 
tr

a
n

s
m

is
s
io

n
 d

e
la

y
 (

m
s
)

PB-CMMP

HCVC-PROB

Figure 5.27: Single cluster transmission delay for PB-CMMP

head and its members and joining locations at the city intersection using our proposed

prediction-based protocol. In the first simulation experiment, based on the current

position, speed, and moving direction, the TMC will calculate the joining probability

between source vehicles and possible joining locations approaching the same intersec-

tion. In the second simulation experiment, TMC will measure each vehicle’s actual
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Figure 5.28: All cluster transmission delay for PB-CMMP

joining location at the intersection in the simulation and compare it with predicted

joining locations during the first experiment. The purpose of comparing the first

and second experiments is to check the accuracy of the proposed prediction-based

protocol for predicting the future joining location of the source vehicle. The figures

show the 80 % of vehicles are joining at the first-highest predicted location, and the

remaining 20 % of vehicles are joining at the second-highest predicted location.

Fig. 5.27 shows the average single cluster warning message distribution delays

for PB-CMMP, and HCVC-PROB protocols. The Figure shows that the proposed

protocol offered much lower delay compared to the existing protocols. Also the PB-

CMMP protocol performances are less sensitive to the vehicle density variation due

to use of the multicast technique where the delay increases slightly due to the use

of round-robin packet transmission techniques. Low message distribution delays are

achieved due to the absence of any contention process in the LTE network. The

contention process introduces a longer delay, particularly with higher node densities

in a cluster, mainly due to retransmission requirements.

Fig. 5.28 shows the end-to-end warning message distribution delay which is

required to distribute the warning message from source cluster to all destination
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Figure 5.29: Multi-hope warning message reception delay for The PB-CMMP

clusters in an AOR. As shown in the figure, due to the efficient mechanism of the

time-staggered resource allocation technique, chain transmission of warning messages

and advance joining of the host cluster using prediction-based protocols, PB-CMMP

offers lower delay compare to the existing hybrid protocol HCVC-PROB. Delays in-

troduced by the existing hybrid protocol HCVC-PROB are significantly higher due

to the presence of multiple collision domains in each cluster.

Figs. 5.29 and 5.30 show the multi-hop and the Cumulative Distribution Function

(CDF) plot for the end-to-end warning message reception delays, respectively. Fig.

5.29 shows the hop-to-hop delay of warning message transmission from source cluster

to all destination clusters in an AOR. Fig. 5.30 shows that around 97% of message
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Figure 5.30: CDF of warning message message reception delay for PB-CMMP

delays are below 350 ms for the proposed protocol whereas about 80% of messages

delays for the HCVC-PROB protocol are below 500ms. From the delay profiles it

can be seen that the cellular only based VANET performs significantly better than

the existing hybrid network.

5.10 Summary

This chapter introduced two 5G-based protocols for transmitting warning messages

for a highway scenario in VANET. We proposed an efficient channel structure which

shares the resources for the CAM and the WM messages. We further developed the
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proposed protocol, CMMP, using a prediction based protocol, PMUJ, to transmit the

warning message in the city scenario. The proposed techniques offer low delay and

very high, near 100%, message delivery ratio. The CMMP further extended to using

PMUJ to analyse its performance in city scenario. The proposed protocols offers low

delay and performs significantly better than the hybrid LTE/IEEE802.11p protocols.

Simulation results show that the PMUJ offers higher QoS than do the IEEE 802.11p

and other LTE networking architectures.
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Chapter 6

PMUJ: A Prediction-Based C-V2X

Protocol to Enhance Safety Message

Transmissions in VANETs

6.1 Introduction

Worldwide efforts are underway by government organizations, automobile and ICT

industries, and researchers to make roads safer, reduce environmental impact, and

better manage road traffic by developing new V2X communication architecture. An

efficient V2X communication infrastructure is an important element of a multi-service

vehicular network which can support safety, traffic control and other relevant appli-

cations. Typical applications in a V2X network include cooperative manuver, co-

operative broadcasts, road transportation emergency services and intelligent traffic

signalling. A V2X network connects vehicles and the road side infrastructure needed

to adopt a dynamic network topology where vehicles are rapidly changing their rela-

tive positions. For such scenario, traditional single-hop and multi-hop message trans-

mission schemes use a linear network topology may not perform very well. A linear
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network topology is generally not scalable where packet losses could result in lower

packet delivery ratio for many safety application [106]. In the literature, cluster-

based communication infrastructure in a VANET forms a reliable backbone network

for sharing information and is considered to be an efficient solution to support the

dynamic network topology. A clustered network architecture allows communication

between neighbouring vehicles and infrastructure units using a control entity known

as the cluster head. A clustered network architecture can also support long distance

communication using an efficient routing architecture. Over the last two decades,

a large number of cluster-based routing approaches have been proposed for vehicu-

lar networks to implement different tasks, which includes cluster maintenance issues

such as forming a stable cluster of high speed vehicles, scalability issues such as

network load balancing and minimizing control signalling overhead and reliability is-

sue such as improving information dissemination efficiency in high-density vehicular

networks [141].

In Chapter 3, a cluster-based communication architecture named CBC-V2V is

presented. The CBC-V2V architecture combines peer discovery, resource alloca-

tion and intra-cluster communication schemes to satisfy the latency requirements of

Cooperative Awareness Message (CAM) transmissions. The proposed intra-cluster

schemes utilize sidelink communication channels. In Chapter 4, a low delay direct

inter-cluster communication algorithm named LTE-DICV2V is presented to to enable

the neighbouring node in adjacent clusters to exchange CAM messages. However,

the proposed inter- and intra-cluster communication schemes in Chapter 3 and 4

are only adaptable for simple road topologies such as a straight highway. Their re-

sults cannot be applied for all roads scenarios, such as roads with intersections and

entry/exit roads. A good clustering scheme requires efficient cluster re-formation,

joining, maintenance, and merging mechanisms which can efficiently deal with dif-

ferent road structures. Fig. 6.1 shows the three different scenarios for cluster joining
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Figure 6.1: Statement of Problem

and merging on a straight highway and a highway with entry roads. cluster main-

tenance on the highway intersection is more challenging than on a straight highway

for following reasons.

• Weak Line of Sight (WLOS): The main advantage of clustering on a straight

highway is Line-of-Sight (LOS) between source vehicle and neighbouring clus-

ters in its vicinity. As we can see in Fig. 6.1(A), a Source Vehicle (SV) is

moving towards the host cluster HCA. Both SV and HCA are in LOS. AS

shown in Fig 6.1(B), unlike the straight highway, both SV and HCA are in the

Weak line of Sight (WLOS). Joining the cluster near the highway entry point

in the WLOS situation is challenging and requires a clustering scheme that can

quickly reorganize the cluster. As shown in the figure, SV or SCA and the

host clusters are moving towards the same entry point at different speeds. It is

possible that they may collide with each other at the entry point. For collision
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avoidance, preliminary information such as the accurate location of the existing

cluster moving towards the same entry point is very important.

• High mobility: Usually on the highway vehicles moving at high speeds result in

a fast-moving cluster near the highway entry point. It makes it very challenging

for source vehicle and source cluster to join and merge with the fast-moving

cluster at the highway entry point. There can be a few challenges, such as how

the SV will find the joining location and insert itself at the entry point? Once a

SV inserts itself at the chosen joining location, how does the host cluster quickly

re-organize itself without interrupting ongoing safety message transmission? In

the case the source cluster, which requires a soft merging approach with other

clusters at the entry point, there is a requirement of the clustering scheme that

can offer the soft handover between source cluster and host clusters at the entry

point.

Recently, the majority of the research works have focused on clustering techniques

using a hybrid architecture that consists of a cellular network and the 802.11p WLAN

standard to exploit useful features of these standards [72] [23]. However, the key

drawback of the hybrid architecture is the use of the IEEE 802.11p standard for

the intra-cluster communication link between the CH and the cluster members. The

problem generally occurs at high vehicle traffic density. At a high traffic load, the

packet delay and the number of packet collisions significantly increases with number

of vehicles transmitting packets. To overcome this, the 5G-based-V2X, also known

as Cellular V2X (C-V2X) technology, is gaining a lot of industry attention. 5G-based

V2X technologies for connected and fully autonomous vehicles are rapidly evolving.

In September 2016, the Third Generation Partnership Project (3GPP) published

the LTE (Long Term Evolution) Release 14, which includes support for V2X com-

munications. The standard is commonly referred to as the LTE-V/LTE-V2X, or C-
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V2X [21] [13]. A global, cross-industry organisation named as the Fifth Generation

Automotive Association (5GAA) has developed a comparative experiment model to

compare the performance of IEEE 802.11p and LTE-V2X (PC-5) vehicular networks

in improving vehicular safety application [82]. This research study demonstrated

that the LTE-V2X (PC5) outperforms the 802.11p network in reducing fatalities and

serious injuries on European roads.

This chapter proposes a new 5G-V2X based dynamic clustering scheme for effi-

cient single and multi-hop safety message transmissions in a vehicular ad hoc network.

A novel 5G-V2X-based clustering scheme referred to as Prediction-Based Updating,

Monitoring, and Joining (PMUJ) algorithm is presented in this chapter. The pro-

posed scheme improves the reliability of single-hop and multi-hop safety messages

transmissions in highway roads with entry and exit roads . This approach offers a

new procedure for trajectory prediction at a highway intersection and assists the clus-

ter formation and reformation procedures. The proposed algorithm is a substantial

extension of previous works presented in Chapter 3.

6.2 Related Work

Despite the uniqueness of each clustering algorithm in the literature, they almost

share the same procedural steps. Their fundamental clustering process is to select a

cluster leadership and develop a technique to maintain stable cluster operation. Some

of the proposed systems use the IEEE 802.11p-Based clustering schemes to support

V2V communication features such as opportunistic routing [142]. In [142] the au-

thors proposed a direction-based clustering algorithm known as MC-DRIVE for an

intersection area. In the proposed algorithm, the first vehicle moving from a certain

direction act as a CH and clusters are formed using a single-hop based transmission

range. In [143], the authors proposed a first technique known as Mobility Metric-
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Based Clustering algorithm (MOBIC) proposing aggregate mobility where each node

calculates its relative mobility to all of its neighbours based on the Received Signal

Strength (RSS). However, these simple CH selection mechanism is only suitable for

simple road topology, like a straight highway with no entry and exit roads. In [144],

the authors proposed a Adaptable Mobility-Aware Clustering Algorithm based on

Destination positions (AMACAD) where vehicle’s final destination is used as a crite-

ria to form a cluster. The vehicles with similar destinations have higher probability

of staying in the same cluster. In [145], the author proposed a lane-based clustering

algorithm to improve the stability in urban scenario. In the proposed algorithm, the

cluster head selection and formation is based on the traffic flow i.e., vehicles’ relative

speed, relative position and moving direction.

Until now most research has focused on the development of hybrid architectures

based on the cellular and 802.11p standards to exploit useful features of both cellular

and IEEE 802.11p standards [72] [23]. In [77], the authors propose a Hybrid Cellular-

VANET Configuration (HCVC-PROB) to distribute Road Hazard Warning (RHW)

messages to distant vehicles. In this hybrid architecture, Cluster Members (CMs)

communicate with the Cluster Head (CH) using the IEEE 802.11p link, and the CHs

communicate with the eNB by using cellular links. The authors in [76] proposed a

hybrid architecture known as a the VMaSC-LTE that intregates the LTE network

with IEEE 802.11p-based VANET network. In [146], the authors proposed a cluster-

based Heterogeneous (HetNet) IEEE 802.11p–LTE network architecture combining

the IEEE 802.11p-based multihop clusters with the Long-Term Evolution (LTE)

network, with the aim of achieving better result in term a higher data packet delivery

and lower message transmission delay for urban environments.

The main problem of the above existing hybrid clustering solutions is the clus-

ter scalability. These algorithms ignore the impact of IEEE 802.11p MAC layer’s

effect on cluster scalability and stability issues. The key drawback of these above
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proposed hybrid architecture is the usage of the IEEE 802.11p link for intra-cluster

communication between the CH and cluster members. The major problem occurs

in high vehicle traffic density scenario, where the message transmission delay and

the number of packet collisions rapidly increases with the number of vehicles try to

transmit their message at the same time.

The proposed 802.11p-LTE hybrid architecture increases the transmission delay

which reduces the reliability when the IEEE 802.11p-based network needs to support

high vehicle density, leading to higher packet delay. On the other hand, none of

the above proposed hybrid architectures consider the impact of the random access

protocol of the 802.11p standard on the cluster formation. A higher number of

collisions or packet loss at the MAC layer could also impact the clustering algorithm.

In [147], the authors propose a pure cellular-based two-level clustering scheme

for 5G V2X network, where the Fuzzy logic and Q-Learning techniques are used

the first and second layer clustering respectively. A stable CH is selected based on

the relative velocity, connectivity and the link reliability. The layer one cluster-head

offers V2V communication among other cluster members over a sidelink channel. On

the other hand layer two cluster-head offers the V2I communication. However, the

main problem with this approach is the requirement for control signalling in terms

of request messages to reach out to the layer one cluster head and in the discovery of

a route to the layer two cluster head. The authors also did not focus on the required

discovery time for the layer one and two cluster head and impact discovery time on

the data dissemination delay.

Unlike the hybrid clustering scheme such as the VMaSC-LTE where the IEEE

802.11p network is used for the V2V communication, our proposed 5G-V2X architec-

ture uses Sidelink Vehicle-to-Vehicle (SL-V2V) channels for the V2V communication

to implement the ad hoc network feature as implemented by the IEEE 802.11p stan-

dard. Our PC5-based ad hoc network architecture removes packet collisions, thus
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Figure 6.2: A highway scenario with entry and exit point in the VANET

enhancing the V2X network performance. The proposed schemes exploit mobility-

related metrics such as the direction of movement, relative velocity, relative distance,

and other metrics related to communication link quality. We perform an analysis of

such metrics under different radio channel conditions.

6.3 PMUJ System Model

Fig 6.2 shows a highway scenario with an entry and exit point where vehicles are

connected via the eNodeB of a LTE network. Vehicles in a multilane road will form

clusters where the cluster heads will coordinate thier operation. A vehicle with the

lowest average relative speed and the maximum distance from its current location

to the zone boundary is chosen as the cluster head. We have introduced an LTE-

D2D (Device-to-Device) multicast communications technique that utilizes the side

link channels for D2D communications to multicast CAM messages within clusters.

For each cluster node, radio resources are first allocated to the CH by the eNodeB.

Each CH further schedules transmission resources among its CMs using a round-
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robin scheduling technique, as described in [94]. The detailed description of the

proposed clustering scheme, called CBC-V2V is combining with a peer discovery

model named ESPD and direct inter- and intra-cluster communication, presented in

Chapter 3 and 4 respectively. Each vehicle will receive proximity information for

direct communication using ESPD as presented in [94]. The operational diagram of

our 5G-based CBC-V2V architecture is shown in Fig. 6.3.

In this model a Traffic Map Controller (TMC) attached to the eNodeB keeps track

of each vehicle in the clusters. Vehicles in the proposed architecture are equipped

with ITS Proximity Services (ProSe) enabled devices that utilize the LTE-Uu and

the PC5 interfaces. The LTE-Uu interface is used for V2I communications to access

(Internet Protocol) IP services, while the LTE direct interface PC5 is used for inter-

vehicle communication. Cluster members can communicate with other members via

the PC5 interface, whereas a CH communicates with its cluster members using the

PC5 links and with the eNodeB using the LTE-Uu interface. The V2X application

server incorporates the ProSe capability for building the application functionalities.

The application server can communicate with applications located in vehicles. The

V2X control function is a part of the 3GPP standard connecting with Evolve Packet

Core (EPC) using the V4 interface. Each vehicle will receive proximity information

for direct communication using our previously proposed EPC-level peer discovery

model presented in [94]. Each cluster consists of several members, including the

Edge Nodes (ENs), which are used to pass the CAM messages to the neighbouring

clusters.
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Figure 6.3: Operation of 5G CBC-V2V combining with ESPD and LTE-DICV2V

6.4 Prediction-Based Protocol PMUJ for Safety Message

Transmission

In a cluster-based architecture, a cluster’s stability plays a major role in maintain-

ing the reliability of periodic and aperiodic safety message delivery systems. Due to

the dynamic nature of vehicular communication and different road conditions, vehi-

cles keep joining and leaving clusters frequently, introducing additional maintenance

which makes clusters less stable. Our previous work was developed for a simple

road topology like a straight highway with no entry and exit roads. Maintaining the

cluster stability near intersections such as the highway side roads is challenging com-

pared to cluster maintenance on a multi-lane straight highway. Joining and leaving a

cluster near a highway intersection requires a reliable cluster management technique

that can offer quick organization and re-organization of the cluster. To support the

above requirements, we have designed and developed a prediction-based algorithm

to support the following criteria:

• To improve the cluster stability.
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Figure 6.4: Linear Trajectory of SV and joining locations intersecting each other

• To improve the reliability of periodic and aperiodic safety message (i.e., CAM)

distribution.

• To avoid collision between vehicles moving towards each other at the intersec-

tion point.

• To offer soft cluster merging between a source cluster and host cluster moving

towards each other at an intersection point on highways.

In the following sections, We present the PMUJ protocol, where a single stan-

dalone vehicle, called a Source Vehicle (SV) on the roadside and the clusters called

Host Clusters (HCs), are on the highway moving towards a highway entry road, as

shown in Fig. 6.4.

6.4.0.1 Vehicle joining techniques at a highway entry point

In our proposed clustering approach, the Traffic Map Controller (TMC) maintains a

database where it keeps the up-to-date information for all the clusters moving along

a road. All CHs send an update to TMC about any change in their cluster. Fig. 6.4

shows the highway intersection scenario with an entry point on the left side. Clusters

CHi and CHK , along with their cluster members, are moving towards an entry point.
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On another side, a Source Vehicle (SV) is also approaching the same highway entry

point. We assume that SV is in Selection State (SE) and looking for an appropriate

CH to associate with it. As per our CBC-V2V architecture, a vehicle in the SE

state requires the network registration and sends the registration request Rreq to the

eNB. Fig. 6.5 shows the example where a vehicle in SE state sends a registration

request message Rreq along with its information (such as ALU_id, current position,

and speed) over the Random Access Channel (RACH) to the eNB. Once the eNB

receives the Rreq, it will forward the Rreq to other entities (such as HSS and TMC)

in the EPC for user registration and location update. If the SV is in the SE state

and moving towards a highway entry point, the TMC will make the list of all the

existing clusters CHi and CHK , which are moving towards the same entry point.
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6.4.0.2 Possible joining locations

Fig. 6.4 shows the SV’s linear trajectory and existing clusters intersecting each other

at the highway entry point. TMCmakes the list of all the host clusters on the highway

and calculates the possible joining locations in each host cluster where the SV can

insert itself at the highway entry point. In each host cluster, the TMC calculates the

possible joining locations based on the two vehicles’ headway distance. The possible

joining location is defined as the inter-vehicle spacing, which is higher or equal to

the headway distance required to accommodate a new vehicle. Let’s assume that the

headway distance needed to accommodate the new vehicle is represented as Djoining,

and minimum safe headway distance is represented as Dsafe. We assume that to

accommodate a new vehicle, the inter-vehicle distance should be two times higher

than the minimum safe headway distance. Thus, the headway distance required to

accommodate a new vehicle can be given as:
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Figure 6.7: Operation of the TMC to calculate the joining probability using PMUJ

Djoining = 2 ∗Dsafe (6.1)

6.4.0.3 Joining probability

As shown in Fig 6.4, CHi and CHi are moving towards the entry point. Based on

the headway distance between two vehicles, there are three possible joining points Ji,

Jk1, and Jk2 where SV can insert itself in the host cluster. The probability that the

vehicle will insert itself in any of the joining points will depend on the probability of

collision between SV and any of the possible joining locations near an entry point.

For simplicity, we will consider only the SV and possible joining location JK1 for

the probability calculation. Fig. 6.7 shows the algorithm used by TMC to predict

the joining probability between dSV and JK1. Let’s assume that speeds of the SV

and JK1 are approximate to linear near the intersection point where the collision is

possible. Therefore, the current position of each vehicle can be written as:
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L(t) = x+ tv (6.2)

Where the x is a current position vector along the line at time t = t0 and v is the

velocity. The position relation between vehicles using the point of intersection can

be written as:

xSV + t0vSV = xJK1
+ t0vJK1

(6.3)

In the configuration, SV and JK1 pass the intersection at the time tSV and tJK1

respectively. Therefore, the encounter velocity is:

U = vSV − vJK1
(6.4)

To accurately predict the joining probability, the vehicle’s current motion param-

eters, such as speed, distance to the entry point, and acceleration of source vehicle

and host joining location, should be considered in the proposed prediction algorithm.

In our study, the proposed prediction algorithm is developed using the existing vehi-

cle trajectory and collision prediction techniques presented in [137] [138] [139]. Our

proposed prediction algorithm uses the vehicle future moving direction and road tra-

jectory with which the future distance between both SV and JK1 will be calculated.

Following the existing vehicle trajectory and collision prediction techniques presented

in [137] [138] [139], our proposed prediction algorithm consists of two main models.

First one is the kinematic model to predict vehicle future state parameters, such as

vehicle speed, position, and acceleration. Second model is used to predict the future

trajectory of road geometry ahead. Predictions of the vehicle speed by the kinematic

models at the timestamp tK is calculated using the basic equations of motion:
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Figure 6.8: Simulated average speed profile of road side vehicles

VKinematic,k = Vk + axtk, (6.5)

Where axtk is the vehicle longitudinal acceleration at the current timestamps tk.

According to the road structure ahead, we consider vehicle moving at certain speeds

on the expected trajectory. The expected trajectory of a source vehicle near the entry

point is described by a hyperbolic curve parameterized by the road width W and the

crossing angle θ. The authors in [137] presented the evaluation of these parameters

in the real-time field. The future trajectory curve based on the moving direction can

be obtained using (6.6)

y′ = f(x′, θ,W1,W2) = tan
θ

2

√
x′2 +

b2(W1 +W2)2

tan( θ
2

(6.6)

Where (x′, y′) is the expected vehicle position in the standard coordinate for the

hyperbola (x′-axis and y′-axis). W1 and W2 are road widths of the side road and

highway road, respectively, θ is the entry point crossing angle, and b is relevant to
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the uncertain driving behavior. The expected speed vExp in the standard hyperbola

coordinates varies while the vehicle is passing through the entry point. vExp is as-

sumed to follow a piecewise Gaussian function and an arctangent function of expected

vehicle positions, [xExp, yExp,k], as expressed in (6.7) and (6.8). The variation of the

expected speed of the source vehicle is shown in Fig. 6.8.

VEM,k(i) =


VLV max1

+ (VLV max1
− VLV max1

) exp
(
− xExp(t

2
k

s21

)
, ifxExp,k(i) 6= 0,

VLV max1
+ (VLV max1

− VLV max1
) exp

(
− xExpt

2
k

s22

)
, otherwise,

(6.7)

Stk = (VLV max1
− VLV max2

)tde,

Stk = (VLV max3
− vLV max2

)tac,

aExp(tk) = arctan
(
− a2xExp(tk)

b2yEXP (tk)

)
,

(6.8)

Where VLV max1
and VLV max3

are lane speed limits on two intersected roads i.e main

highway and side road, VLV max2
is the lower speed that a vehicle decelerates when

it moving towards and passes the entry point, and tde and tac are the deceleration

time and acceleration time, respectively; these values are calculated when vehicles

approach a roundabout. From (6.2)–(6.7), we can obtain predictions of vKinematic(tk)

, and vExp(tk) parameter of SV and possible joining location JK1 according to (6.9)

and (6.10)

VSV (tk) = β(i)VKinematic(tk) + [1− β(i)]vExp(tk), (6.9)

VJK1
(tk) = β(i)VKinematic(tk) + [1− β(i)]vExp(tk), (6.10)



6 PMUJ: A Prediction-Based C-V2X Protocol to Enhance Safety
Message Transmissions in VANETs 187

Figure 6.9: Time slice of intersecting vehicles at intersection

Where β(i) is the weighted coefficient at timestamp tk. The vKinematic,k and

vExp(tk) are predicted speed from kinematic models and expected trajectory model,

respectively. The TMC will calculate the time for SV to reach the entry point.

Let’s assume that the SV will take the tk+1 seconds to reach the intersection area

boundary. On the other hand, TMC also calculates the final position of both SV and

J1 after tk+1 second. The final positions of the joining location and source cluster

member after tk+1 can be calculated as:

L′
SV (tk+1) =

1

2
aSV tk+1t

2 + VSV (tk+1) + xSV (tk+1) (6.11)

L′
JK1

(tk+1) =
1

2
aJK1

(tk+1)t
2 + VJK1(tk+1) + xJK1

(tk+1) (6.12)

where L′
SV (tk+1) and L′

JK1
(tk+1) represent the final positions of a source cluster

member and possible joining location respectively after tk+1 time, aSV and aJK1

represent the acceleration source cluster and joining location respectively, VSV and
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VJK1
is the staring velocity and xSV and xJK1

is the starting position of the source

cluster member and possible joining location respectively. Based on the final position

of joining location, the TMC will measure the future distance between the SV vehicle

and the joining location Jk1. As shown in Fig. 6.9, there is a possibility that moving

vehicles with variable velocities have a unique time when the distance between the

SV and Jk1 becomes minimum near the intersection point. By calling this specific

time tk+1, we get the following minimum distance.

Dmin = |L′
SV (tk+1)− L′

JK1
(tk+1)|. (6.13)

At the time tk+1, the joining point JK1 located at the intersection point and

minimum distance Dmin is smaller than distance threshold Dth. The Dth represents

the specified collision radius. Collision is possible if Dmin is smaller than a specified

collision radius τ , i.e., ∆t < ∆tcol, where ∆tcol is given by:

∆tcol =
U ∗Dmin

|VSV ∗ VJK1
|

(6.14)

The collision radius τ would be the sum of the physical radius of the two vehicles.

Thus, the probability that the CHi+1 will place itself in a cluster depend on the

Dmin between SV and JK1. Therefore, the SV will insert itself at the JK1 in the

cluster when the collision will occur at time tk+1. Considering that SV passes the

intersection point, the probability Pjoin that SV collides with joining points JK1 is

Pjoin =
∆tcol
tk+1

=
2τU

|VSV jk1|tk+1

(6.15)

Similarly, the TMC will calculate the joining probability of SV and other possible

joining locations. Among all possible joining locations, the TMC will choose the

joining location with the first and the second highest probability.
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Once the TMC calculates the joining probabilities, the TMC sends the chosen

joining locations with first and second highest probabilities to the source vehicle. At

the same time, the TMC also sends a CAlert message to the chosen host clusters with

first and second highest probabilities named HCP1 and HCP2. Upon reception of

the registration response, the SV updates its VIR with the new proximity data. On

the other hand, once the host clusters HCP1 and HCP2 receive the alert message, it

will create a new virtual entry in their Cluster Member Table (CMT) and add the

members of the source cluster in their CMT as a Virtual cluster Member (VCM).

Further, the CH assigns a new vehicle ID to the VCM and reorganizes the resource

distribution based on the vehicle ID. According to the proposed round-robin schedul-

ing, each member of the cluster will receive the sidellink (SL) resources based on

their ID in ascending order.

As mentioned in the above section, in our prediction-based protocol, once the

TMC calculates the joining location with higher probability, it will send an update

to both the SV and host clusters moving towards the same entry point. Further, the

source vehicle joins the predicted host clusters at the entry point. However, due to

high dynamic topology, such as the different speed profiles shown in Fig 6.8, there

is a possibility that the vehicle will fail to join the predicted cluster with the highest

joining probability. In this case, it may join other neighbouring clusters with the

second-highest probability at the intersection. To overcome this situation, we devise

a procedure where the TMC will multicast an alert message to both the chosen cluster

with the first and second highest probabilities at the same time.

Once the chosen clusters receive the update message, they will extract the SV

information and add the SV virtually to their cluster member table. In this way,

the source vehicle becomes a virtual cluster member of the chosen clusters (i.e., both

with first and second highest probability). The term Virtual Cluster Member (VCM)

defines it as a vehicle that does not join the host or chosen cluster physically, but
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it can connect to the host cluster virtually for safety message transmission. When

the source vehicle becomes the Virtual Cluster Member (VCM), the host or chosen

clusters will reorganize its resource distribution. As shown in the Fig 6.10, our

proposed resource distribution scheme is operated by dynamically assigning multiple

users to the same slot in turn, where they share the slot using their ID in ascending

order. Once the vehicle joins virtually, HCs assign a new ID to the SV according

to the predicted joining location where it will insert itself in the cluster. Further,

each member will receive the sidelink slot as per its respective vehicle ID. Unlike
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Figure 6.12: Multi-casting as per the Sidelink slot allocation

the chosen cluster, the host cluster HCP2 will create a temporary entry and add

the SV as a temporary Virtual Cluster Member (VCM) in its cluster member table.

That means the SV will not be assigned a new vehicle ID and receive transmission

resources from the CH.

In this case, the source vehicle will hold the membership of the two clusters simul-

taneously. However, if the SV holds membership of two clusters, then which cluster

will assign the sidelink slot to the SV for its safety message transmission? To resolve

the situation, we devise a procedure where the SV will form a new multicast group

in its Vehicle Information Register (VIR). Fig. 6.12 shows the resource allocation

procedure for virtual members. Fig. 6.11 shows that the SV will create two different

multicast groups in its VIR. In the first multicast group, it will add all the members

of the chosen cluster with the first highest joining probability HCP1 . In the second
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multicast group, it will add the member of the cluster with the second-highest prob-

ability HCP2 . As SV holds the dual membership, it will receive a SL slot from both

chosen clusters using the proposed round-robin scheduling. Once the source vehicle

receives the slot, it will check whether it is for the chosen cluster with the first highest

probability or second-highest probability. Suppose the SV receives the slot from the

cluster. In that case, it will only multicast the safety message in the first multicast

group, whereas if it receives it from the SC, it will multicast the safety packet in its

second multicast group cluster.

6.4.0.4 Monitoring and update of Source and host clusters

The TMC keeps up-to-date information about all the clusters on the road. Once the

SV becomes a the virtual member of both chosen clusters, the TMC keeps monitoring

both chosen clusters’ velocity profiles and source vehicles. As motioned above, due

to different speed profiles, the vehicle may join a different cluster instead of the

predicted one at the intersection. To overcome the prediction error, we suggest a

procedure where, after a particular period, i.e., representing half of the total time

that it will take the SV to reach the entry point, the TMC recalculates the SV’s

joining probabilities and chosen clusters and compares it with previously calculated

probabilities. If the joining probabilities are the same as the previous one, the TMC

will instruct the cluster with the second-highest probability to remove the VCM from

its cluster Member Table (CMT). In case the probability is different to the previous

one, then it will instruct the chosen cluster with the highest probability to release

VCM from its CMT and re-organize the cluster accordingly.

6.4.0.5 Cluster merging at the highway intersection

In this section, we will present the second scenario where, instead of the standalone

vehicle, a Source cluster (SC) is approaching a highway entry point and joining other
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Figure 6.13: cluster Merging at highway intersection

clusters (host clusters) which are also moving towards the same intersection area. Due

to the high dynamics of the vehicles, such as variable speed and variable position, it

is very challenging to the source cluster to join or merge with another cluster at the

highway intersection.

Fig. 6.13 shows the trajectory of Source and Host clusters moving towards the

same highway entry point. The source cluster represented as SCHA, along with its

cluster members, are moving towards the entry point and looking for the host cluster

to merge with at the entry point. However, due to variable speed and changing posi-

tions of vehicles, it can be very challenging for the source cluster to join or to merge

with other clusters at a roundabout. In our proposed clustering approach, the TMC

maintains a database where it keeps the up-to-date information of all the clusters

moving on the road. All CHs send an update to TMC about any change in their

cluster. In our study, we consider that TMC will generate a warning message, repre-
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Figure 6.14: Signalling diagram for cluster merging at highway intersection

Figure 6.15: Flow diagram for source cluster merging with host cluster at intersec-
tion

sented as entrypointAhead, when the Source Cluster (SC) is at a distance represented

as IntersectionDTh
away from the highway entry point. In this case, if the cluster is
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Figure 6.16: VIR of SCM, HCP1 and HCP2

approaching a highway intersection, the TMC will send a entrypointAhead alert mes-

sage to the source cluster. Figs. 6.14 and 6.15 show the signaling and flow diagram

of the cluster merging at the highway entry point. To enable the inter-cluster soft

handover at the roundabout, we propose to choose a vehicle that will leave the clus-

ter last as the new Cluster Head (CH). Once the SCH receives the entrypointAhead,

it will give up its CH role and assign the CH head role to the vehicle which has

the longest life time or the highest remaining distance from the highway entry point

among all the cluster members. Thereby, CMs can have continuous connection with

the old CH before leaving the source cluster’s and joining the host clusters head at

the roundabout.

Further, the TMC will follow the same procedure as discussed in the last section

for cluster reformation and will calculate the joining probabilities between the mem-
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Figure 6.17: Multi-casting as per the Sidelink slot allocation

ber of Source Cluster Members (SCMs) and possible joining locations in host clusters

using equation (6.15) presented in 6.4.0.3. Unlike the SV, the SCM holds member-

ship of the three clusters simultaneously. However, if the SCM holds membership

of three clusters, then which cluster will assign the sidelink slot to the SV for its

safety message transmission? Similar to the SV, to resolve the situation, we devise a

procedure where the SV will form a new multicast group in its Vehicle Information

Register(VIR). Fig. 6.16 shows an example where, the SCM will create a three differ-

ent multicast groups in its Vehicle Information Register (VIR). In the third multicast

group, it has members of the current cluster that is Source cluster Head (SCH). In

the second multicast group, it will add all the members of the chosen cluster, with the

first highest joining probability HCP1 . In the third multicast group, it will add the

members of the cluster with the second-highest probability HCP2 . As SV holds dual
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Figure 6.18: Algorithm for leaving the cluster

membership, it will receive the SL slots from both chosen clusters and source cluster

head using the proposed round-robin scheduling. Fig. 6.17 shows a flow diagram

of slot distribution. Once the source vehicle receives the slot, it will check whether

it is for the chosen cluster with the first-highest probability or the second-highest

probability. Suppose the SV receives the slot from the SC. In that case, it will only

multicast the safety message in the first multicast group. If it receives it from the

HCP1 , it will multicast the safety packet in its second multicast group cluster. If

it receives from the HCP2 , it will multicast the safety packet in its third multicast

group cluster. Further, TMC will follow the same procedure to monitor and update

the source cluster and the host cluster as discussed in the previous section.

6.4.1 Leaving The Cluster

A cluster needs maintenance when either the new member joins or an existing member

leaves the cluster. The algorithms for a CM leaving a cluster and a CH leaving

a cluster are presented in Figs. 6.18 and 6.19, respectively. Each CH keeps the

information about its cluster, CH_ID (Cluster ID), and the number of CMs attached
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in the data structure denoted by cluster_Info. Each CH creates and updates a

cluster_Info dynamically. Once the cluster head receives the leaving request from its

CM, it will mark the CM as a Temporary Cluster Member (TCM) and calculate the

remaining time TCMremaining of TCM in the cluster. At the same time, CH updates

the TMC and sends the CM_ID and TCMremaining in the update message. Once the

TMC receives the update message, it will record the information and send the new

proximity data (i.e., Neighbouring Vehicle List (NVL)) to the TCM. If the TCM

finds any potential neighbour in the NVL before leaving the cluster, it may again

become the CM of any neighboring cluster or may take the role of a CH to depending

on the state of the vehicles in the NVL, otherwise it will transfer to the Semi Cluster

Head (SCH). Further, if the vehicle in the SCH state receives any joining request

from the neighbouring vehicle during the time period TSCH , it will take the role of

CH; otherwise, it will reach in the Selection State (SE) and require re-registration

to receive new proximity data. Once the TCM leaves the cluster, CH updates its

Cluster Member Table (CMT) accordingly. In such a way, every CH can monitor its

CM dynamically. Once the cluster_Info is updated, the edge node selection started,

and the new edge nodes list will be updated.

6.4.2 Cluster Reformation: CH Departure

In our proposed scheme, like the CH, each non-cluster head node keeps the infor-

mation about itself and its neighbouring vehicles in the Vehicle information register

(VIR), a repository storing data about the vehicle and its surroundings. Once a

vehicle has connected to the appropriate cluster head successfully, it becomes a CM

and updates its VIR with a cluster identifier (i.e., CH_ID). Once the CM and the

TMC receive leaving request from its CH, the TMC will mark the CH as a Tem-

porary Cluster Head (TCH), calculate the remaining time of the CH in the cluster

and select a new cluster head among the CMs connected to the TCH. The TMC will
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Figure 6.19: Algorithm for the cluster head (CH) leaving the cluster

select the vehicle which has the lowest average speed and longest lifetime among all

CMs, a New Cluster Head (NCH), and update the CMs with NCH_ID. Once TCH

leaves the cluster TCMRemain = 0, it will give up its role to the NCH. Further, CMs

update their VIR with the NCH_ID and join the NCH.

6.5 Simulation Model and Performance analysis

We performed vehicular network simulation over a realistic urban environment by

considering the road network infrastructure of the highway scenario of Newcastle,

NSW, Australia. We simulated our proposed protocols using OMNET++, SUMO,

and Veins. An OMNET++ version 5.1.1 simulation model is developed using the

SimuLTE [16] [17] that utilizes the INET framework 3.4.0. For enhanced traffic
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Table 6.1: Simulation parameter for roadside vehicles and main highway vehicles

Parameter Value
Roadside average speed 50 km/h

Roadside traffic flow rate (in case of SV) 8 vehicles/min
Roadside traffic Flow rate (in case of SC) 10 vehicles/min

Roadside average inter-vehicle distance (in case of SV) 100m
Roadside average inter-vehicle distance (in case of SC) 55m
Roadside length & number of lanes (in case of SV) 1.5 km & 1
Roadside length & number of lanes (in case SC) 3 km & 1

Simulation time 1000 second
Main highway Average speed 70 km/h
Main highway traffic flow rate 20 vehicles/min

Main highway Average inter-vehicle distance 50m
Main highway Road length & number of lanes 5 km & 2

Simulation time 1000 second
Carrier frequency 2.6 GHz
Duplexing mode TDD

Transmission time interval (TTI) 10ms
CAM generation rate 10 packets/sec

Transmission bandwidth 3MHz (i.e., 15 RBs)
Path loss model Highway scenario
Fading model Nakagami-m (m =1, 2, 3)

eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Uplink), 5 dBm (Sidelink)
Coverage range 1000 m
Packet size 340 bytes

simulation, GPS data incorporation and mobility support, we use the Veins with a

realistic mobility model generated by the microscopic road traffic simulation pack-

age Simulation of Urban Mobility (SUMO) [59]. Results from the simulation were

acquired by taking the average of the 15 simulation runs with different seeds value.

The key simulation parameters are listed in Table 6.1.

Fig. 6.20 shows the selected M1 pacific highway which is about 5 km in the

Newcastle, NSW with two lanes per direction. The simulation model considers a

multi-lane highway scenario where the vehicles are distributed according to the Pois-

son distribution process. We consider a 5 km highway scenario with entry and exit

points. We selected a real highway from the Open Street Map (OSM) [140] which
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Figure 6.20: Simulation Model

Figure 6.21: Simulation Model

took into consideration road directions, number of lanes, and maximum allowed speed

of the real street. We selected the M1 pacific highway pacific highway from the Open

Street Map (OSM) Vehicular traffic is generated using SUMO. The SUMO graphical

network editor, NETEDIT, was used to design the synthetic highway with entry and

exit roads shown in Fig. 6.21 and to edit the realistic one. In the simulation, Three

types of experiments are performed.

• Experiment A: Traffic Map Controller (TMC) will use the prediction-based
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Figure 6.22: Calculation of the joining probability using PMUJ
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Figure 6.23: Calculation of the joining probability using PMUJ

protocol to calculate the joining probabilities of the source vehicles or source

cluster at the possible joining location in the host clusters approaching the same

highway intersection.

• Experiment B: TMC will calculate the actual joining location where the SV

has inserted itself in the cluster at the intersection point and compare with the

predicted joining location in the first experiment.

• Experiment C: The proposed protocol performance will be evaluated using a

various number of vehicles with different speed profiles.
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Figure 6.25: Calculation of the joining probability using PMUJ

The clustering process starts in the simulation at the 150th second when all the

vehicles have entered the road. The model is simulated for different inter-vehicle

distances, different cluster sizes and different fading intensities. The inter-vehicle

distance was modelled by an exponential distribution function with a mean value µ

(in metres) where a safety headway distance of three second was maintained.

6.5.1 Performance Evaluation Metric

Various evaluation metrics are used to evaluate the performance of the proposed

algorithm. We will classify the evaluation metrics into three categories: predictability,
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Figure 6.27: Comparison between predicted and simulated data

stability and efficiency metrics.

6.5.2 Predictability

Predictability metrics are used to measure the accuracy of the proposed prediction-

based algorithm. Predictability metrics are as follows-

• Prediction error rate: is the average number of vehicles joining at the first

predicted location compared to vehicles joining at the second predicted location.

We also measure the prediction error based on the predicted joining location

compared to the joining location generated in the simulation.
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(a) Inter-vehicle distance distribution (b) Distance error

Figure 6.28: Inter-vehicle distance distribution and distance error between predicted
and actual joining locations
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Figure 6.29: Prediction error

Figs 6.22 to 6.25 show the measured joining probabilities between source vehicles

and possible joining locations in host clusters at the highway intersection using the

proposed prediction based protocol PMUJ. In the first simulation experiment, based

on the current position, speed, and moving direction, the TMC will calculate the

joining probability of source vehicles and possible joining locations approaching the

same intersection. In the second simulation experiment, the TMC will measure each

vehicle’s actual joining location at the intersection in the simulation and compare

it with the predicted joining locations during the first experiment. The purpose of
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Figure 6.30: Cluster formation time compared to the existing works VMaSC-LTE
(802.11p/LTE) and HCVC-PORB and in case of SV handover near intersection.
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Figure 6.31: Cluster re-formation time compared to the existing works VMaSC-LTE
and HCVC-PORB in case of SV handover near intersection.

comparing the first and second experiments is to check the accuracy of the proposed

prediction-based protocol for predicting the future joining location of the source

vehicle. The figures 6.26 to 6.27 comparison between predicted and simulated joining

locations. The figures show that average 85 % of vehicles are joining at the first

highest predicted location, and the other 15 % of vehicles are joining at the second-

highest predicted location.
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Figure 6.32: Cluster re-formation time compare to the existing works VMaSC-LTE
and HCVC-PORB in case SC handover near intersection.

In Fig. 6.28a the inter-vehicle distances are modelled by an exponential distribu-

tion function using a mean value of 100 metres and 55 metres in the case of the SV

and the SC respectively. Fig. 6.28b and Fig. 6.29 show prediction error in terms of

distance error between predicted joining locations and actual joining locations in the

simulation, and prediction error based on the comparison between predicted data,

and simulated data respectively. Fig. 6.28b and Fig. 6.29 shows that 85% vehicles

join at the first predicted joining location, and 15% of vehicles are joining at the

second and third predicted locations in the simulation compared to the predicted

joining locations.

6.5.3 Stability Metrics

The stability metrics are used to estimate the ability of an algorithm to form and

maintain a stable cluster. Stability metrics are as follows:

• Cluster reformation time: is the average time that a CH spends reorganizing

the packet multicast sequence when a new vehicle joins or leaves a cluster.



6 PMUJ: A Prediction-Based C-V2X Protocol to Enhance Safety
Message Transmissions in VANETs 208

100 150 200 250 300 350 400 450 500 550 600 650

Numbe of vehicles/ road segments

50

100

150

200

250

D
e
la

y
 (

m
s
)

PMUJ

VMaSC-LTE

HCVC-PROB

Figure 6.33: Single-hop CAM safety message transmission delay using PMUJ

Fig. 6.30 shows the average cluster formation delays for the PMUJ, VMaSC-LTE,

and HCVC-PORB protocols. We implemented two LTE/802.11p simulation models

to simulate the VMaSC-LTE [76] and the HCVC-PROB [77] basic algorithms to

obtain several performance parameters for comparisons. The proposed protocols were

simulated for different vehicle densities. The figure shows that our proposed offers a

much lower cluster formation delay compared to existing protocols. The reason for the

superior performance of PUMJ over existing protocols is the efficiency of our proposed

clustering technique, known as CBC-V2V, which has lower control signalling overhead

and requires few resources to locate available cluster heads in proximity. Other

hybrid architectures such as VMaSC-LTE and HCVC-PROB require separate control

signalling channels and resources for periodic message exchange, also known as "Hello

Packets", to initiate clustering procedures. In the CBC-V2V, the eNodeB provides

each vehicle with the list of cluster heads during the registration process.

Figs. 6.31 and 6.32 show the cluster reformation delay of the PUMJ, VMaSC-

LTE, and HCVC-PORB protocols for two scenarios respectively. In the first scenario

a SV will join the hot cluster near a highway entry point and in the second scenario,

a Source cluster (SC) will join the hot cluster near the highway entry point. Both
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scenarios are presented in sections 6.4.0.1 and 6.4.0.5 respectively. The cluster refor-

mation delay is defined as an average time required to reorganize a cluster when either

a new vehicle joins or leaves a cluster. As shown in the figures the PMUJ technique

offers lower delay compared to existing VMaSC-LTE and HCVC-PROB protocols.

As discussed in the previous sections, our prediction-based protocol PMUJ offers the

advance joining option where a vehicle can predict the future joining location and

join the host cluster as a virtual cluster Member (VCM) while approaching an inter-

section. In such a way, a source vehicle does not require any further control signalling

and additional resources to join its predicted host cluster at an entry point. However,

the performance of the exiting hybrid architectures VMaSC-LTE and HCVC-PROB

are affected by the network node densities, which could vary on a road. In a highly

density scenario, the channel contention increases among vehicles, which causes high

packet collision rate and higher channel access delay. The high collision rate and

higher channel access delay considerable degrade the performance of IEEE 802.11p.

This will affect the cluster reformation where a vehicle experiences longer channel

access delay to send joining and leaving requests to its CH. Our proposed protocol,

PMUJ, offers lower cluster reformation delay in a high-density scenario due to the

advanced joining procedure and round-robin-based resource scheduling.

6.5.4 Efficiency Metrics

The metrics that indicate algorithm efficiency are as follows:

• CAM messages end-to-end delay

• CAM messages reception ratio

Fig. 6.33 shows the single-hop (CAM) safety message transmission delay for

PMUJ, VMaSC-LTE, and HCVC-PROB protocols with different vehicle densities.



6 PMUJ: A Prediction-Based C-V2X Protocol to Enhance Safety
Message Transmissions in VANETs 210

100 200 300 400 500 600 700

Number of vehicle/road segments

70

75

80

85

90

95

100

R
e
c
e
p

ti
o

n
 r

a
ti

o
 (

%
)

PMUJ

VMaSC-LTE

HCVC-PROB

Figure 6.34: Reception ratio of CAM safety messages using PMUJ

The figure shows that the PMUJ requires less delay compared to the existing proto-

cols. This is due to the use of the sidelink interface for direct inter- and intra-cluster

communications, lower resource requirements, and minimal signalling overhead re-

sulting in a lower delay for the peer CAM messages transmission compared with

the VMaSC-LTE and HCVC-PROB protocols. Low message distribution delays are

achieved due to the absence of any contention process in the LTE network compared

to the existing protocols, where the 802.11p network introduces the contention pro-

cess. The contention process introduces a longer delay, particularly with higher node

densities in a cluster, mainly due to retransmission requirements.

Fig. 6.34 shows the safety messages reception ratio for CAM transmission. The

reception ratio is defined as the ratio of the total number of received safety packets at

a destination vehicle to the total number of scheduled safety packets. The reception

ratio increases with the number of clusters due to the closer proximity of vehicles.

Both plots show that the PMUJ offers an almost 100% message delivery ratio due

to the deterministic nature of the channel structure used in the VANET. The IEEE

802.11p-based system shows the lowest reception ratio value because packets are lost

due to collisions. The proposed D2D packet communication technique is contention-
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free; hence, the packet loss probability is small, only due to the transmission channel

conditions. The existing hybrid protocols showed lower message reception ratios,

mainly due to the lower efficiency of the CSMA/CA protocol. Within the increasing

number of vehicles, the 802.11p networks’ performance declines, resulting in lower

packet reception ratio.

6.6 Performance comparison of CBC-V2V Modes 3, C-V2X

Mode 4 and the IEEE 802.11p standard

In Chapters 3, 4 and 5 we presented our proposed cluster-based cellular architec-

ture named as CBC-V2V combining with a proposed peer discovery model, proposed

round-robin-based sidelink resource distribution, direct-inter cluster communication

and transmission power control schemes, respectively. However, the studies in the

previous chapter do not consider the variability present in the size of the V2X safety

messages such as the CAM. In [148], study shows that the variability can signifi-

cantly impact the operation and performance of the Medium Access Control (MAC)

protocol. Based on the study presented in [148], in this section, we considers possi-

ble configurations of the CBC-V2V Modes 3, C-V2X Mode 4 and the IEEE 802.11p

standard. We demonstrate that our proposed cluster-based architecture, named as

CBC-V2V operating in communication Mode 3, can better cope with variations of

the safety message lengths. We demonstrate that the 802.11p and the C-V2X Mode

4 standards using sensing-based semi-persistent scheduling faces certain inefficiencies

when transmitting periodic safety messages of variable size.

In the literature, several proposals have compared the IEEE 802.11p and C-

V2X standards for V2X communications. For example, in [149] authors presented

a scheduling scheme referred to as the DIRAC (aDaptive spatIal Reuse of rAdio

resourCes), that use the communication Mode 4. They compare the performance of



6 PMUJ: A Prediction-Based C-V2X Protocol to Enhance Safety
Message Transmissions in VANETs 212

proposed protocol DIRAC with the 3GPPP Mode 3 and Mode 4 communication and

claim that proposed DIRAC ensures a more scalable and stable network operation as

the channel load and congestion increase. The C-V2XMode 4 is also vulnerable to the

hidden node effect because it is based on Semi-Persistent Scheduling (SPS) scheme.

It suffers some packet collisions caused by the re-selections of sidelink resources that

are part of the sensing-based SPS scheme and that can occur when several vehicles try

to select new sub-channels at the same time. In [150], authors proposed a cluster-

based resource selections scheme using the communication Mode 4 to reduce the

packet collision caused by the re-selections of sidelink resources. The resources are

divided into orthogonal resource sets to mitigate interference between clusters in

proximity. The cluster head is responsible for the resource distribution among its

cluster members. Based on the channel sensing, it selects resource set that suffers less

interference based on sensing and schedule resources for members to reduce resource

collision. Simulation results show that, the propose scheme has better performance

for both periodic and aperiodic traffic compared with 3GPP C-V2X Mode 4. The

studies shows that the MAC of both IEEE 802.11p [107] and LTE-V2X Mode 4 [110]

can significantly impact the system performance when the channel load increases.

Many research studies [22] [151] [24] has been done to compare the performance of

IEEE 802.11p and C-V2X. However, most of the existing studies generally consider a

simplified traffic model for generating periodic and aperiodic safety messages. ETSI

and SAE define in [3], respectively, the safety messages generation rate and size. Some

studies [25] shows that CAMs are not generated periodically and their size constantly

varies. The variable messages generation rate and their size can significantly impact

systme performance in term of message transmission delay and delivery ratio. This

could also impact operation of the MAC where vehicles autonomously select their

radio resources such as C-V2X Mode 4.

In the light of above facts, this section present a comparison study of CBC-
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V2V Modes 3, C-V2X Mode 4 and the IEEE 802.11p standard, when considering

only periodic safety messages know as CAMs of constant and variable size that are

generated following the ETSI standard. The study analyses how CAM of constant

or variable size can affect the performance of CBC-V2V Modes 3, C-V2X Mode 4

and the IEEE 802.11p standard. This includes different possible configurations of

IEEE 802.11p and C-V2X under various traffic densities. The detail description of

the IEEE 802.11p and C-V2X Mode 4 presented in the chapter 2 and chapter 4.

6.6.1 Configuration of the IEEE 802.11p and C-V2X

In the following sections, we will discuss the configuration of IEEE 802.11p and 3GPP

C-V2X Mode 4 simulation model for the comparison with the proposed cluster-based

cellular architecture named CBC-V2V. The configurations of our proposed CBC-V2V

using Mode 3 simulation models are presented in chapters 3, 4, 5 and 6 respectively.

6.6.1.1 IEEE 802.11p standard

The performance evaluation of IEEE 802.11p has been carried out using the Veins

which is composed of the SUMO microscopic road traffic simulator and the OM-

NET++ network simulation core. For the purpose of comparison, we implement a

basic scheme of IEEE 802.11p. The basic principle of the resource selection technique

of the IEEE 802.11p standard is presented in Fig. 6.35. The IEEE 802.11p standard

uses the CSMA/CA mechanism for direct communications and connecting vehicles to

vehicles (V2V) and to roadside infrastructure (V2I). Once a CAM is generated, the

IEEE 802.11p transmit the CAM based on idle-channel sensing which confirms that

there are no other ongoing transmissions. IEEE 802.11p is configured to operate over

a 10 MHz channel in the 5.9 GHz frequency band. The main simulation parameters

for the IEEE 802.11p is given in Table 6.2. In the implementation, we model the path

loss using the Nakagami-model with an antenna height of 1.5 m for transmitter and
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Figure 6.35: Operation of IEEE 802.11p

Table 6.2: Main simulation parameters for IEEE 802.11p

Parameter Value
Sensing Period 1 sec

Receiver sensitivity threshold Rxth -95 dBm
Number of subcarrier 52
Subcarrier spacing 156.25

Fading model Nakagami-m (m = 1, 2, 3)
Tx power 26 dBm

Antenna gain 3 dB
Minimum SINR 2.76 dB
Simulation time 800s
CAM Packet size 300 to 520 bytes

receiver because it is a generalised distribution that can model Line-of-sight (LOS)

and non LOS fading environments, unlike Rayleigh’s which is not favoured for LOS

distribution. The shadowing effects are modelled using a log-normal distribution

with zero mean and a standard deviation of 3 dB.
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Table 6.3: Main simulation parameters for 3GPP C-V2X Mode 4

Parameter Value
Sensing Period 1 sec

Receiver sensitivity threshold Rxth -105 dBm
Probability of maintaining the same resource pk 0

Path loss model Free space
Fading model Nakagami-m (m = 1, 2, 3)
UE Tx Power 26 dBm
Antenna gain 3 dB

Minimum SINR 2.76 dB
Simulation time 800s
CAM Packet size 300-520 bytes bytes

6.6.1.2 C-V2X Mode 4

The performance evaluation of CBC-V2V using Mode 3 has been carried out using

SimuLTE which is composed of Veins and the SUMO microscopic road traffic simu-

lator and the OMNET++ network simulation core presented in Chapter 3. For the

implementation of the C-V2X Mode 4, we use the OpenCV2X Mode 4 which is an

open source implementation of SimuLTE that integrates with Veins to provide all

the C-V2X Mode 4 functionalities. In C-V2X Mode 4, each vehicle selects transmis-

sion resources based on channel sensing referred to as sensing-based semi-persistent

scheduling.

Following the ETSI recommendation, C-V2X is configured with 5 sub-channels

per sub-frame and each sub-channels has 10 RBs [54]. The simulation parameter for

C-V2X Mode 4 and Mode 3 is given in Table 6.3 and 6.4 respectively. The simulations

steps for C-V2X Mode 4 is presented in sections 4.6 of chapter 4.

Fig. 6.36 and 6.37 shows the performance analysis of the CBC-V2V Mode 3,

the IEEE 802.11p standard and the C-V2X Mode 4 in terms of CAM reception

rate for constant and variable CAM packet size respectively. The figures shows in

higher vehicle density, that PDR of IEEE 802.11p and C-V2X Mode 4 degrade due

to the increase of the Channel Busy ratio (CBR) that causes packet collisions and
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Table 6.4: simulation parameter C-V2X Mode 3

Parameter Value
Average speed 70 km/h

Traffic Flow rate 20 vehicles/min
Average inter-vehicle distance 50m

Highway Road length & number of lanes 5 km & 2
Simulation time 800 second
Carrier frequency 2.6 GHz
Duplexing Mode TDD

Transmission time interval (TTI) 10ms
CAM generation rate 10 packets/sec

Transmission bandwidth 3MHz (i.e., 15 RBs)
Path loss model Highway scenario
Fading model Nakagami-m (m =1, 2, 3)

eNodeB Tx power 46 dBm
UE Tx Power 26 dBm (Uplink), 5 dBm (Sidelink)
Coverage range 500 m

Receiver sensitivity threshold Rxth -105 dBm
Packet size 300-520 bytes

Figure 6.36: PDR experienced with periodic messages CAM (constant size) for
vehicle density/road segment and fading intensity (m=1)

propagation effects. With C-V2X Mode 3, sidelink/PC5 resource scheduling is done

in centralized manner using eNodeB. Since resource scheduling is centralized and

collision-free, our proposed C-V2X Mode 3 offer the higher packet delivery ratio

compare to C-V2X Mode 4 and IEEE 802.11p. The Fig. 6.37 shows the PDR for

variable packet size. As shown for CBC-V2V Mode 3, the PDR is similiar for both

constant and variable CAM packet size due to collision-free scheduling in round-robin
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Figure 6.37: PDR experienced with periodic messages CAM (variable size) for
vehicle density/road segment and fading intensity (m=1)

Figure 6.38: packet lost rate due to fading experienced with periodic messages
CAM (constant size) for vehicle density/road segment and fading intensity (m=1)

manner, however for IEEE 802.11p and C-V2X Mode 4 the PDR varies as collison

increase at the MAC layer.

In Figs. 6.38 and 6.39, the packet loss rate due to fading is displayed for constant

and variable CAM packet sizes at different vehicle densities respectively. For the

communication CBC-V2V, the packet loss due to channel conditions is the total loss,

which includes both path and fading losses. As shown in the figure, the loss rate due

to fading is nearly similar for all communications technologies because all the three

protocol use the same and higher transmission power, resulting in a loss rate due to

the fading that is less than 0.1%.
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Figure 6.39: packet lost rate due to fading experienced with periodic messages
CAM (variable size) for vehicle density/road segment and fading intensity (m=1)

Figure 6.40: packet lost rate due to the collision experienced with periodic messages
CAM (Constant size) for vehicle density/road segment and fading intensity (m=1)

A second type of packet loss is due to collisions as shown in Figs. 6.40 and 6.41.

As shown in the figure, for higher traffic density the collision rate is higher for both

C-V2X Mode 4 and IEEE 802.11p compared the CBC-V2V using communication

Mode 3. In case of IEEE 802.11p, a higher transmission range and CBR results in

an increase in the number of hidden nodes introducing higher contention resulting in

a higher packet loss. C-V2X Mode 4 suffers some packet collisions at short distances

even if the traffic density is low. These collisions are caused when several vehicles try

to select new sub-channels around the same time. This type of collision is particularly

present when the inter-vehicle distance is shorter At the short inter-vehicle distance,
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Figure 6.41: packet lost rate due to the collision experienced with periodic messages
CAM (variable size) for vehicle density/road segment and fading intensity (m=1)
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Figure 6.42: End-to-end delay experienced with periodic messages CAM (Constant
size) for vehicle density/road segment and fading intensity (m=1)

during the channel sensing, vehicles will sense similar RSRP and RSSI levels. This

could increase risk of packet collisions.

The end-to-end delay is shown in Figs. 6.42 and 6.43. In the case of the IEEE

802.11p, the backing-off time while channel sensing can significantly impact the end-

to-end delay. A vehicle has to wait for the channel to be become idle. With C-V2X

Mode 4, the average CAM latency is 120 ms for higher traffic density. Compare

to the IEEE 802.11p and C-V2X Mode 4, CBC-V2V using Mode 3 offered a much

lower end-to-end delay compared to the existing protocols. lower end-to-end delay is
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Figure 6.43: End-to-end delay experienced with periodic messages CAM (variable
size) for vehicle density/road segment and fading intensity (m=1)

achieved due to the absence of any contention process in the LTE network. However,

as shown in the figure, when the vehicle density increase, the end-to-end delay for

CBC-V2V slightly increase due to the use of the round-robin packet transmission

techniques.

6.7 Summary

This chapter introduced a novel prediction-based 5G-V2X communication protocol

for transmitting safety messages on a highway road with entry point. We proposed a

prediction-based protocol and an efficient channel structure for CAM message trans-

mission. The proposed protocol offers low delay and performs significantly better

than the hybrid LTE/IEEE 802.11p protocol. Simulation results show that the PMUJ

offers higher QoS than do the IEEE 802.11p and other LTE networking architectures.

We also compare the performance of our proposed CBC-V2V architecture with the

IEEE 802.11p and C-V2X Mode 4 for CAM messages transmission of variable size

for highway scenario.
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Chapter 7

Conclusions and Future Work

7.1 Summary

Vehicle safety and reducing accidents is one of the major concerns of future intelligent

transport systems. Using wireless communication between vehicles, many safety and

non-safety applications can be realized. However, a number of challenges specific

to the vehicular ad hoc network needs to be resolved before this technology can be

effectively deployed for future road traffic systems. Multiple types of data traffic

could be shared among vehicles in a vehicular network. Safety messages CAM and

DENM need to be delivered to the target vehicles. The success of vehicular safety

applications depends suitable wireless communication standard which can support

mechanism for reliable and timely delivery of these messages. In past few year,

two major communication standards IEEE 802.11p and 5G-V2X had been studied

to meet the scalability and reliability requirement of safety applications. However,

there is still a debate in academia and industry about which standard is suitable for

successful deployment of vehicular safety application. The IEEE 802.11p is matured

technology whereas the 5G-V2X standard is gradually evolving.

The IEEE 802.11p standard was designed for the rapid transmission of short-range
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basic safety messages. It cannot meet the higher bandwidth demands of different ve-

hicular applications such as autonomous driving, multimedia services. As discussed

in chapter 2, the major drawback of an IEEE 802.11p vehicular network are the

scalability and lack of adequate Quality of Service (QoS) support. Introduction of

the LTE-V or C-V2X standard to support V2X services, which improved spectrum

utilization, efficiency and system capacity of a cellular system. However, the use of C-

V2X for vehicular safety applications is still under investigation. It introduces some

design challenges such as efficient and faster peer discovery mechanism to determine

the proximity of the communication pairs, radio resource management, and power

control mechanisms to avoid the collision and interference between D2D and regular

LTE users. Although the C-V2X has a large bandwidth and can support high data

rates, the amount of resources allocated for the safety applications is limited. This is

due to the co-existence of Device-to-Device (D2D) communication and standard cel-

lular services when the network is used for vehicular and standard telecommunication

services.

It is necessary to reduce several major problems that exist in current communica-

tion standard. In this thesis, different techniques have been proposed that enhance

the performance of vehicular communication to achieve the target of reliable, scal-

ability and timely dissemination of safety messages. To reduce the network load in

a vehicular network while maintaining vehicle safety, a cluster-based C-V2X named

CBC-V2V, peer discovery model named ESPD and a new round-robin based tech-

niques are proposed in Chapter 3. The proposed CBC-V2V architecture utilizes the

sidelink communication channels where the proposed peer discovery model and the

D2D multicast data packet transmission technique shown significant improvement in

the term of resource utilization, data packet delivery ratio and end-to-end delay to

meet the QoS requirement of safety services in VANET.

Propagation in a vehicular network can change very rapidly due to variable trans-
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mission conditions generated by movement of vehicles. Thus, if a fixed transmission

power used by all vehicle radio then it will make difficult for multicast sender to trans-

mit safety packet successfully to all recipients. In chapter 4 two new algorithms for

cluster-based multicast vehicular networks are introduced. An advanced LTE Device-

to-Device (D2D) cluster communication technique referred as LTE-DICV2V and a

multicast power transmission control technique referred as CMTPC for C-V2X mode

3 communications are proposed. These algorithms support inter- and intra-cluster

packet communications, offering a high packet delivery ratio for CAM messages. The

LTE-DICV2V algorithm supports both inter- and intra-cluster safety packet distribu-

tion mechanisms. Whereas the CMTPC algorithm is a multicast packet transmission

power control technique which is used by the LTE-DICV2V algorithm. Both algo-

rithms are combined to improve the CAM packet success rate in clustered vehicular

networks.

For multi-hop safety message transmission such as DENM, Chapter 5 present a

multicast communication architecture to distribute the warning messages using two

communication protocols referred to as the Clustered Multi-hop Multicast Protocol

(CMMP) and the Clustered Multi-hop Broadcast and Multicast Protocol (CMBMP)

Both protocols use distributed resource allocation techniques in a LTE network. To

improve the performance of our C-V2X-based cluster architecture at highway inter-

section scenarios, Chapter 6 a new procedure for trajectory prediction and collision

detection at a road intersection and assists the cluster formation and reformation

at road intersection scenarios. The proposed schemes exploits both mobility related

metrics such as moving direction, relative velocity, relative distance and metrics re-

lated to communication link quality. We also compare the performance of proposed

protocol CBC-V2V in communication Mode 3 with the IEEE 802.11p and C-V2X

Mode 4 standard by conducting an comparison study considering single hop safety

message with constant and variable size in highway scenarios.
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7.1.1 Potential Future Research

The main focus of this thesis is to improve the reliability of vehicular safety applica-

tion. Several techniques to performance of safety messages transmission used in the

vehicular communication are presented. Some of the proposed solutions in this thesis

are well suited for both highway and city scenario. The urban traffic scenario has

different vehicle connectivity and movement characteristics than the highway scenar-

ios. Therefore, the proposed cluster-based architecture CBC-V2V and proposed peer

discovery model ESPD in chapter 3 and the direct-inter cluster communication LTE-

DICV2V combining with the adaptive transmit power control techniques CMTPC

in chapter 4 for single hope safety message transmission such a CAM require further

investigation for city scenario. In chapter 5, we focused on the transmission of multi-

hop warning safety messages such as DENM in highway scenario. For such purpose

we developed two communication protocols named as the CMMP and the CMBMP.

The performance of the CMMP protocol is analyzed in both city and highway sce-

nario however the CMBMP protocol require further investigation in city scenario.

The chapter 6 present a proposed prediction based protocol named PMUJ to im-

prove the stability of our cluster-based architecture named CBC-V2V and reliability

of the CAM safety messages transmission in different road structure such highway

with entry and exits points. However, the proposed PMUJ require further investiga-

tion for multi-hop safety message transmission such as DENM in both road structure

such as city and highway with entry and exit points. The chapter 6, also present a

performance comparison of proposed CBC-V2V using C-V2X mode 3, 3GPP C-V2X

mode 4 and the IEEE 802.11p standard for periodic CAM messages of constant or

variable size in highway scenarios. Further work require to investigate the perfor-

mance comparison for periodic CAM messages and aperiodic DENM saftey messages

transmission in both city and highway scenario.
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In vehicular ad hoc network, different applications have different requirement.

In this thesis, periodic safety message and event driven warning messages are two

main type of data traffic are considered. Further development of proposed solutions

in this thesis require to support the many other applications and services such a

traffic management, infotainment and potentially future electric vehicle management

systems. Future vehicular networks supporting a number of application could require

an integrated networking solution that use various access technologies. A cluster-

based opportunistic heterogeneous network by integrating the different wireless access

network such as a C-V2X and the 802.11p standard where the transmission of data

packet happen based on the best available network may be a good platform that can

meet various demanding communications requirements of vehicular services.

Autonomous vehicle are currently attracting the attention of researcher and en-

gineers. The penetration of V2V devices is the key factor to enabling cooperative

ITS. The US National Highway Traffic Safety Administration (NHTSA) had studied

the possibility of implementing regulation to require V2V devices in new light ve-

hicles. However, regardless of the level of such deployment, legacy vehicle will not

have access to V2V devices, and future VANET should consider mixed environments

in which vehicle equipped with ITS system operates among legacy or old vehicles

without ITS system. However, the major issue of mixed environment in which a

ITS enabled vehicle can not communicate with vehicle which is not equipped with

ITS. The main research question is: How to design and configure communication

protocol and methods to enable the V2V messaging in mixed environment where

V2V aware node and non-aware nodes (i.e., legacy vehicle, pedestrians and cyclists)

co-exist. Thus, the proposed solutions in thesis require further investigation to meet

the requirement of V2X communication in mixed environment.



226

Bibliography

[1] “Intelligent Transport Systems (ITS); Communications Architecture,” ETSI.
EN. 302 665, vol. V1.1.1., pp. 13–16, 2010.

[2] “IEEE Guide for Wireless Access in Vehicular Environments (WAVE) - Archi-
tecture,” IEEE Std 1609.0-2013, pp. 1–78, 2014.

[3] “Intelligent Transport Systems (ITS); Vehicular Communications; Basic Set of
Applications; Part 2: Specification of Cooperative Awareness Basic Service.”
ETSI 302 637-2, 2018.

[4] C. Campolo, A. Molinaro, and R. Scopigno, “From today’s VANETs
to tomorrow’s planning and the bets for the day after,” Vehicular
Communications, vol. 2, no. 3, pp. 158–171, 2015. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S2214209615000418

[5] 3GPP, “Draft Report of TSG SA Meeting 67,” vol. 3GPP TSG SA 67 v0.0.4,
2015.

[6] “IEEE standard for information technology Telecommunications and informa-
tion exchange between systems local and metropolitan area networks specific
requirements - part 11: Wireless lan medium access control (MAC) and physi-
cal layer (PHY) specifications,” IEEE Std 802.11-2016 (Revision of IEEE Std
802.11-2012), pp. 1–3534, 2016.

[7] 3GPP TS 36.201, “Evolved Universal Terrestrial Radio Access (E-UTRA); LTE
physical layer; general description,” 2010.

[8] H. Mousavi, I. S. Amiri, M. Mostafavi, and C. Choon, “LTE physical
layer: Performance analysis and evaluation,” Applied Computing and
Informatics, vol. 15, no. 1, pp. 34–44, 2019. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2210832717301990

[9] 3GPP TS 36.211, “Evolved Universal Terrestrial Radio Access (E-UTRA);
Physical channels and modulation,” 2011.

[10] B. Kang, S. Jung, and S. Bahk, “Sensing-Based Power Adaptation for Cellular
V2X Mode 4,” in 2018 IEEE International Symposium on Dynamic Spectrum
Access Networks (DySPAN), 2018, pp. 1–4.

http://www.sciencedirect.com/science/article/pii/S2214209615000418
https://www.sciencedirect.com/science/article/pii/S2210832717301990


Bibliography 227

[11] 3GPP TR 21.914, “Technical Specification Group service and system aspects;
release 14 description,” vol. V14.0.0, 2018-05.

[12] 3GPP TS 23.285, “Architecture enhancements for V2X services,” vol. v16.2.0,
2019.

[13] 3GPP, “Evolved Universal Terrestrial Radio Access E-UTRA and Evolved Uni-
versal Terrestrial Radio Access Network E-UTRAN ;Overall description,” vol.
Stage 2 v14.3.0, Release 14), no. 3GPP, Tech. Rep. 36.213, June 2017.

[14] O. Ltd., “OMNeT++ discrete event simulator,” 2001. [Online]. Available:
https://omnetpp.org/

[15] C. Sommer, R. German, and F. Dressler, “Bidirectionally Coupled Network
and Road Traffic Simulation for Improved IVC Analysis,” IEEE Transactions
on Mobile Computing, vol. 10, no. 1, pp. 3–15, 2011.

[16] A. Virdis, G. Stea, and G. Nardini, Simulating LTE/LTE-Advanced Networks
with SimuLTE. Springer International Publishing, 2015, pp. 83–105.

[17] G. S. G. Nardini, A. Virdis, “Simulating device-to-device communications in
OMNeT++ with SimuLTE: scenarios and configurations,” OMNeT++ Com-
munity Summit, September 15-16, 2016.

[18] M. A. Javed, “Multi-service packet transmission techniques to support future
road traffic applications in VANETs,” Ph.D. dissertation, 2015.

[19] M. Annoni and B. Williams, The History of Vehicular Networks. Cham:
Springer International Publishing, 2015, pp. 3–21. [Online]. Available:
https://doi.org/10.1007/978-3-319-15497-8_1

[20] M. Houbraken, S. Logghe, P. Audenaert, D. Colle, and M. Pickavet,
“Examining the potential of floating car data for dynamic traffic management,”
IET INTELLIGENT TRANSPORT SYSTEMS, vol. 12, no. 5, pp. 335–344,
2018. [Online]. Available: http://dx.doi.org/10.1049/iet-its.2016.0230

[21] 3GPP, “Technical Specification Group Services and System Aspects, Proximity-
Based Services (ProSe),,” vol. V15.0.0„ Release 15, no. 3GPP, TS 23.303, 2017.

[22] 5GAA, “An assessment of LTE-V2X (PC5) and 802.11p direct communications
technologies for improved road safety in the EU, url = http://5gaa.org/, year
= 5 December 2017, type = Journal Article.”

[23] A. Bazzi, B. M. Masini, A. Zanella, and I. Thibault, “On the Performance
of IEEE 802.11p and LTE-V2V for the Cooperative Awareness of Connected
Vehicles,” IEEE Transactions on Vehicular Technology, vol. 66, no. 11, pp.
10 419–10 432, 2017.

https://omnetpp.org/
https://doi.org/10.1007/978-3-319-15497-8_1
http://dx.doi.org/10.1049/iet-its.2016.0230


Bibliography 228

[24] R. Molina-Masegosa and J. Gozalvez, “LTE-V for Sidelink 5G V2X Vehic-
ular Communications: A New 5G Technology for Short-Range Vehicle-to-
Everything Communications,” IEEE Vehicular Technology Magazine, vol. 12,
no. 4, pp. 30–39, 2017.

[25] “Memorandum of understanding for OEMs within the CAR 2 CAR commu-
nication consortium on deployment strategy for cooperative its in europe, CAR
2 CAR communincation consortium,” 2011.

[26] A. T. Giang, A. Busson, and M. D. Renzo, “Modeling and optimization of
CSMA/CA in VANET,” Annals of Operations Research, vol. 239, no. 2, pp.
553–568, 2016. [Online]. Available: https://doi.org/10.1007/s10479-014-1610-x

[27] “Scoop project [online].” [Online]. Available: Available:http://www.scoop.
developpement-durable.gouv.fr/

[28] ISO 21217, “Intelligent transport systems communications access for land mo-
biles (CALM) architecture,” 2014.

[29] “Information technology - Open Systems Interconnection - Basic Reference
Model: The Basic Model,” ISO/IEC 7498-1., 1994.

[30] F. Haidar, “Validation platform for vehicle secure and highly trusted commu-
nications in the context of the cooperative ITS systems,” Ph.D. dissertation,
07 2020.

[31] “Ieee standard for information technology : Telecommunications and informa-
tion exchange between systems local and metropolitan area networks-specific
requirements part 11: Wireless lan medium access control (MAC and physical
layer (PHY) specifications - redline,” IEEE Std 802.11-2012 (Revision of IEEE
Std 802.11-2007) - Redline, pp. 1–5229, 2012.

[32] “Intelligent transport systems (its); vehicular communications; geonetworking;
part 5: Transport protocols; sub-part 1: Basic transport protocol.” EN 302
636-5-1, vol. V1.2.1, 2014.

[33] “Intelligent transport systems (its); vehicular communications; geonetworking;
part 4: Geographical addressing and forwarding for point-to-point and point-
to-multipoint communications; sub-part 1: Media-independant functionality.”
EN 302 636-4-1, vol. V1.2.1, 2014.

[34] “Intelligent transport systems (its); vehicular communications; geonetworking;
part 6: Internet integration; sub-part 1: Transmission of ipv6 packets over
geonetworking protocols.” EN 302 636-6-1 V1.1.1., vol. V1.1.1., 2011.

[35] “Intelligent transport systems (its); users and applications requirements; part
1: Facility layer structure, functional requirements and specifications,” ETSI
TS 102 894-1., 2013.

https://doi.org/10.1007/s10479-014-1610-x
Available: http://www.scoop.developpement-durable.gouv.fr/
Available: http://www.scoop.developpement-durable.gouv.fr/


Bibliography 229

[36] O. K. Tonguz, N. Wisitpongphan, and F. Bai, “DV-CAST: A distributed vehic-
ular broadcast protocol for vehicular ad hoc networks,” IEEE Wireless Com-
munications, vol. 17, no. 2, pp. 47–57, 2010.

[37] I. S. 1609.3, “IEEE standard for wireless access in vehicular environments
(WAVE) - Networking services,” 2010.

[38] “IEEE standard for wireless access in vehicular environments (WAVE) - Re-
source Manager,” IEEE Std 1609.1-2006, 2006.

[39] “Amsterdam group (2013): Roadmap between automotive industry and
infrastructure organisations on initial deployment of cooperative ITS
in europe,” vol. version 1.0, June 2013. [Online]. Available: https:
//amsterdamgroup.mett.nl

[40] H. Soleimani, “LTE/LTE-Advanced for Vehicular Safety Applications,” Ph.D.
dissertation, 2018.

[41] M. Gerla and L. Kleinrock, “Vehicular networks and the future of
the mobile internet,” Computer Networks, vol. 55, no. 2, pp. 457–
469, 2011, wireless for the Future Internet. [Online]. Available: https:
//www.sciencedirect.com/science/article/pii/S1389128610003324

[42] O. K. Tonguz and M. Boban, “Multiplayer games over vehicular
ad hoc networks: A new application,” Ad Hoc Networks, vol. 8,
no. 5, pp. 531–543, 2010, vehicular Networks. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1570870509001334

[43] D. Jia, K. Lu, J. Wang, X. Zhang, and X. Shen, “A survey on Platoon-Based
Vehicular Cyber-Physical Systems,” IEEE Communications Surveys Tutorials,
vol. 18, no. 1, pp. 263–284, 2016.

[44] Taxonomy and definitions for terms related to on-road motor vehicle automated
driving systems. [Warrendale, PA] : SAE International, [2014] c2014, 2014.
[Online]. Available: https://search.library.wisc.edu/catalog/9910206244402121

[45] 3GPP TR 22.885, “Technical specification group services and system aspects:
Study on LTE support for V2X services,” vol. v1.0.0, no. Rel. 14, Sept. 2015.

[46] C. Campolo, A. Molinaro, and R. Scopigno, Vehicular ad hoc Networks:
Standards, Solutions, and Research. Springer International Publishing, 2015.
[Online]. Available: https://books.google.com.au/books?id=ifDLCQAAQBAJ

[47] C.-x. Wang, X. Cheng, and D. I. Laurenson, “Vehicle-to-Vehicle Channel Mod-
eling and Measurements: Recent Advances and Future Challenges,” IEEE
Communications Magazine, vol. 47, no. 11, pp. 96–103, 2009.

https://amsterdamgroup.mett.nl
https://amsterdamgroup.mett.nl
https://www.sciencedirect.com/science/article/pii/S1389128610003324
https://www.sciencedirect.com/science/article/pii/S1389128610003324
https://www.sciencedirect.com/science/article/pii/S1570870509001334
https://search.library.wisc.edu/catalog/9910206244402121
https://books.google.com.au/books?id=ifDLCQAAQBAJ


Bibliography 230

[48] A. F. Molisch, F. Tufvesson, J. Karedal, and C. F. Mecklenbrauker, “A survey
on vehicle-to-vehicle propagation channels,” IEEE Wireless Communications,
vol. 16, no. 6, pp. 12–22, 2009.

[49] “Intelligent Transport Systems; European Profile Standard For the Physical
and Medium Access Control Layer of Intelligent Transport Systems Operat-
ing In the 5 GHZ Frequency Band,” European Telecommunication Standards
Institute, Sophia Antipolis, vol. ES 202 663 v1.1.0, 2009.

[50] W. Alasmary and W. Zhuang, “The mobility impact in ieee 802.11p infrastruc-
tureless vehicular networks,” in 2010 IEEE 72nd Vehicular Technology Confer-
ence - Fall, 2010, pp. 1–5.

[51] 3GPP TS 36.440, “General aspects and principles for interfaces supporting
MBMS within E-UTRAN,” vol. Rel. 11, 2013.

[52] G. Araniti, C. Campolo, M. Condoluci, A. Iera, and A. Molinaro, “LTE for
vehicular networking: a survey,” IEEE Communications Magazine, vol. 51,
no. 5, pp. 148–157, 2013.

[53] 3GPP TS 23.303, “Architecture enhancement to support proximity ser-
vices(ProSe),” 2014.

[54] 3GPP TS 36.213, “Evolved Universal Terrestrial Radio Access (E-UTRA);
Physical physical layer procedures,” vol. 8.8.0, 2009.

[55] R. Shrestha, S. Y. Nam, R. Bajracharya, and S. Kim, “Evolution
of V2X Communication and Integration of Blockchain for Security
Enhancements,” Electronics, vol. 9, no. 9, 2020. [Online]. Available:
https://www.mdpi.com/2079-9292/9/9/1338

[56] G. Naik, B. Choudhury, and J.-M. Park, “IEEE 802.11bd amp; 5G NR V2X:
Evolution of Radio Access Technologies for V2X Communications,” IEEE Ac-
cess, vol. 7, pp. 70 169–70 184, 2019.

[57] Garcia-Roger, David and González, Edgar E. and Martín-Sacristán, David and
Monserrat, Jose F., “V2X Support in 3GPP Specifications: From 4G to 5G
and Beyond,” IEEE Access, vol. 8, pp. 190 946–190 963, 2020.

[58] C. Sommer, “Veins,” 2006. [Online]. Available: fromhttps://veins.car2x.org/

[59] G. A. C. (DLR) and others., “Simulation of urban mobility (sumo),” 2001.
[Online]. Available: https://sumo.dlr.de/docs/index.html

[60] Science Foundation Ireland (SFI) McCarthy B., “OpenCV2X Mode 4,” 2019.
[Online]. Available: http://www.cs.ucc.ie/cv2x/

https://www.mdpi.com/2079-9292/9/9/1338
from https://veins.car2x.org/
https://sumo.dlr.de/docs/index.html
http://www.cs.ucc.ie/cv2x/


Bibliography 231

[61] C. Sommer, R. German, and F. Dressler, “Bidirectionally Coupled Network
and Road Traffic Simulation for Improved IVC Analysis,” IEEE Transactions
on Mobile Computing, vol. 10, no. 1, pp. 3–15, 2011.

[62] G. Nardini, A. Virdis, and G. Stea, “Simulating Cellular Communications in
Vehicular Networks: Making SimuLTE Interoperable with Veins,” 2017.

[63] Daniel León Gonzalez, “Performance Analysis of the Cellular-V2X Mode 4.”
[Online]. Available: http://hdl.handle.net/2117/328222

[64] K. A. Hafeez, L. Zhao, B. Ma, and J. W. Mark, “Performance Analysis and En-
hancement of the DSRC for VANET’s Safety Applications,” IEEE Transactions
on Vehicular Technology, vol. 62, no. 7, pp. 3069–3083, 2013.

[65] J. Yin, T. ElBatt, G. Yeung, B. Ryu, S. Habermas, H. Krishnan,
and T. Talty, “Performance Evaluation of Safety Applications over DSRC
Vehicular Ad Hoc Networks,” ser. VANET ’04. New York, NY, USA:
Association for Computing Machinery, 2004, p. 1–9. [Online]. Available:
https://doi.org/10.1145/1023875.1023877

[66] M. Chowdhury, M. Rahman, A. Rayamajhi, S. M. Khan, M. Islam,
Z. Khan, and J. Martin, “Lessons Learned from the Real-World
Deployment of a Connected Vehicle Testbed,” Transportation Research
Record, vol. 2672, no. 22, pp. 10–23, 2018. [Online]. Available: https:
//doi.org/10.1177/0361198118799034

[67] M. I. Hassan, H. L. Vu, and T. Sakurai, “Performance Analysis of the IEEE
802.11 MAC Protocol for DSRC Safety Applications,” IEEE Transactions on
Vehicular Technology, vol. 60, no. 8, pp. 3882–3896, 2011.

[68] SAE-International, “SAE J2945/1: On-Board System Requirements for V2V
Safety Communications,” 2016.

[69] G. Araniti, C. Campolo, M. Condoluci, A. Iera, and A. Molinaro, “LTE for
vehicular networking: a survey,” IEEE Communications Magazine, vol. 51,
no. 5, pp. 148–157, 2013.

[70] H. Seo, K. Lee, S. Yasukawa, Y. Peng, and P. Sartori, “LTE evolution for
vehicle-to-everything services,” IEEE Communications Magazine, vol. 54, no. 6,
pp. 22–28, 2016.

[71] G. Remy, S. Senouci, F. Jan, and Y. Gourhant, “LTE4V2X: LTE for a Central-
ized VANET Organization,” in 2011 IEEE Global Telecommunications Confer-
ence - GLOBECOM 2011, Conference Proceedings, pp. 1–6.

[72] R. Sivaraj, A. K. Gopalakrishna, M. G. Chandra, and P. Balamuralidhar,
“QoS-enabled group communication in integrated VANET-LTE heterogeneous
wireless networks,” in 2011 IEEE 7th International Conference on Wireless

http://hdl.handle.net/2117/328222
https://doi.org/10.1145/1023875.1023877
https://doi.org/10.1177/0361198118799034
https://doi.org/10.1177/0361198118799034


Bibliography 232

and Mobile Computing, Networking and Communications (WiMob), Confer-
ence Proceedings, pp. 17–24.

[73] “Project Cooperative Cars, CoCar. [Online].” [Online]. Available: Available:
http://www.aktivonline.org/english/aktiv-cocar.html

[74] “LTE-Connected Cars, ng connect program. [online].” [Online]. Available:
Available:http://ngconnect.org

[75] G. Remy, S. Senouci, F. Jan, and Y. Gourhant, “LTE4V2X: LTE for a Central-
ized VANET Organization,” in 2011 IEEE Global Telecommunications Confer-
ence - GLOBECOM 2011, Conference Proceedings, pp. 1–6.

[76] S. Ucar, S. C. Ergen, and O. Ozkasap, “Multihop-Cluster-Based IEEE 802.11p
and LTE Hybrid Architecture for VANET Safety Message Dissemination,”
IEEE Transactions on Vehicular Technology, vol. 65, no. 4, pp. 2621–2636,
2016.

[77] D. Calabuig, D. Martín-Sacristán, J. F. Monserrat, M. Botsov, and
D. Gozálvez, “Distribution of Road Hazard Warning Messages to Distant Vehi-
cles in Intelligent Transport Systems,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 19, no. 4, pp. 1152–1165, 2018.

[78] T. Toukabri, A. M. Said, E. Abd-Elrahman, and H. Afifi, “Distributed D2D Ar-
chitecture for ITS Services in Advanced 4G Networks,” in 2015 IEEE 82nd Ve-
hicular Technology Conference (VTC2015-Fall), Conference Proceedings, pp.
1–7.

[79] M. Wang, M. Winbjork, Z. Zhang, R. Blasco, H. Do, S. Sorrentino, M. Belleschi,
and Y. Zang, “Comparison of LTE and DSRC-Based Connectivity for Intelli-
gent Transportation Systems,” in 2017 IEEE 85th Vehicular Technology Con-
ference (VTC Spring), 2017, pp. 1–5.

[80] T. V. Nguyen, P. Shailesh, B. Sudhir, G. Kapil, L. Jiang, Z. Wu, D. Malladi,
and J. Li, “A comparison of cellular vehicle-to-everything and dedicated short
range communication,” in 2017 IEEE Vehicular Networking Conference (VNC),
2017, pp. 101–108.

[81] A. Bazzi, B. M. Masini, A. Zanella, and I. Thibault, “On the performance
of IEEE 802.11p and LTE-V2V for the Cooperative Awareness of Connected
Vehicles,” IEEE Transactions on Vehicular Technology, vol. 66, no. 11, pp.
10 419–10 432, 2017.

[82] 5GAA, “An assessment of LTE-V2X (PC5) and 802.11p direct communications
technologies for improved road safety in the eu,” 5 December 2017. [Online].
Available: http://5gaa.org/

Available: http://www.aktivonline. org/english/aktiv-cocar.html
Available: http://www.aktivonline. org/english/aktiv-cocar.html
Available: http:// ngconnect.org
http://5gaa.org/


Bibliography 233

[83] S. Mumtaz and J. Rodriguez, Smart Device to Smart Device Communication.
Springer, 2014. [Online]. Available: https://www.springer.com/gp/book/
9783319049625#aboutBook

[84] 3GPP TS 36.843, “Study on LTE device to device proximity services: Radio
aspects (Release 12),” vol. v12.0.1, March 2014.

[85] S. Doumiati and H. Artail, “Analytical study of a service discovery system
based on an LTE-A D2D implementation,” Physical Communication, vol. 19,
no. Supplement C, pp. 145–162, 2016.

[86] [Online]. Available: Bluetooth\T1\textquotedblrighthttp://www.bluetooth.
com

[87] [Online]. Available: Bluetooth\T1\textquotedblrighthttp://www.bluetooth.
com

[88] M. S. Corson, R. Laroia, J. Li, V. Park, T. Richardson, and G. Tsirtsis, “Toward
Proximity-Aware Internetworking,” Wireless Commun., vol. 17, no. 6, p. 26–33,
Dec. 2010. [Online]. Available: https://doi.org/10.1109/MWC.2010.5675775

[89] H. Chour, Y. Nasser, H. Artail, A. Kachouh, and A. Al-Dubai, “VANET Aided
D2D Discovery: Delay Analysis and Performance,” IEEE Transactions on Ve-
hicular Technology, vol. 66, no. 9, pp. 8059–8071, 2017.

[90] S. Doumiati and H. Artail, “Analytical study of a service discovery system
based on an LTE-A D2D implementation,” Physical Communication, vol. 19,
no. Supplement C, pp. 145–162, 2016.

[91] S. N. Z. Q. Shinpai Y, Hirkoi H, D2D communication in LTEadvanced released
12. NTT DOCOMO Technical Journal, 2015, p. 56–64.

[92] “Implementations of a selection of clustering algorithms for VANETs, written
in C++ for OMNeT++,” 2014. [Online]. Available: https//github.com/
cscooper/ClusterLib

[93] H. Zhou, S. Xu, D. Ren, C. Huang, and H. Zhang, “Analysis
of event-driven warning message propagation in Vehicular Ad Hoc
Networks,” Ad Hoc Networks, vol. 55, pp. 87–96, 2017. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1570870516302335

[94] S. K. Gupta, J. Y. Khan, and D. T. Ngo, “Cluster-based D2D architecture for
safety services in vehicular ad hoc networks,” in Proc. IEEE Wireless Commu-
nications and Networking Conference Workshops (WCNCW), pp. 43–48, 2018.

[95] ——, “An LTE-Direct-Based Communication System for Safety Services in
Vehicular Networks,” in Moving Broadband Mobile Communications Forward,
A. Haidine, Ed. Rijeka: IntechOpen, 2021, ch. 6. [Online]. Available:
https://doi.org/10.5772/intechopen.91948

https://www.springer.com/gp/book/9783319049625#aboutBook
https://www.springer.com/gp/book/9783319049625#aboutBook
Bluetooth\T1\textquotedblright  http://www.bluetooth.com
Bluetooth\T1\textquotedblright  http://www.bluetooth.com
Bluetooth\T1\textquotedblright  http://www.bluetooth.com
Bluetooth\T1\textquotedblright  http://www.bluetooth.com
https://doi.org/10.1109/MWC.2010.5675775
https//github.com/cscooper/ClusterLib
https//github.com/cscooper/ClusterLib
http://www.sciencedirect.com/science/article/pii/S1570870516302335
https://doi.org/10.5772/intechopen.91948


Bibliography 234

[96] “Intelligent Transport Systems; Vehicular Communications; Basic Set of Ap-
plications; Part 3: Specification of Decentralized Environmental Notification
Basic Service,” vol. V1.2.0, no. ETSI EN Standard 302 637-3„ Aug. 2013.

[97] M. Gonzalez-Martín, M. Sepulcre, R. Molina-Masegosa, and J. Gozalvez, “An-
alytical Models of the Performance of C-V2X Mode 4 Vehicular Communica-
tions,” IEEE Transactions on Vehicular Technology, vol. 68, no. 2, pp. 1155–
1166, 2019.

[98] Y. Li, H. X. Z. Gai, X. Que, X. Su, and J. Riekki, “A cluster-based routing
method for D2D communication oriented to vehicular networks,” in Proc. IEEE
International Conference on Systems, Man, and Cybernetics (SMC), pp. 2772–
2777, 2017.

[99] J. S. Kim, J. Gu, M. Y. Chung, and J. S. Hong, “A novel medium access
scheme for cluster based Device-to-Device broadcast communications,” in Proc.
International Conference on Information Networking (ICOIN), pp. 397–401,
2015.

[100] N. S. N. Oy, “Device-to-Device Enhanced Voice Group Call,” vol. US Patent
No. 2013/0250771 A1, Sep. 2013.

[101] D. B. Rawat, D. C. Popescu, G. Yan, and S. Olariu, “Enhancing VANET Per-
formance by Joint Adaptation of Transmission Power and Contention Window
Size,” IEEE Transactions on Parallel and Distributed Systems, vol. 22, no. 9,
pp. 1528–1535, 2011.

[102] L. Cheng and R. Shakya, “VANET adaptive power control from realistic prop-
agation and traffic modeling,” in Proc. IEEE Radio and Wireless Symposium
(RWS), Conference Proceedings, pp. 665–668, 2010.

[103] J. Huang, Z. Zhong, and J. Ding, “An Adaptive Power Control Scheme
for Multicast Service in Green Cellular Railway Communication Network,”
Mobile Networks and Applications, vol. 21, no. 6, pp. 920–929, 2016. [Online].
Available: https://doi.org/10.1007/s11036-016-0712-x

[104] I. Rubin, C.-C. Tan, and R. Cohen, “Joint scheduling and power control for
multicasting in cellular wireless networks,” EURASIP Journal on Wireless
Communications and Networking, vol. 2012, no. 1, p. 250, 2012. [Online].
Available: https://doi.org/10.1186/1687-1499-2012-250

[105] Y. Ren, F. Liu, Z. Liu, C. Wang, and Y. Ji, “Power control in d2d-based vehic-
ular communication networks,” IEEE Transactions on Vehicular Technology,
vol. 64, no. 12, pp. 5547–5562, 2015.

[106] L. P. Qian, Y. Wu, H. Zhou, and X. Shen, “Dynamic cell association for non-
orthogonal multiple-access v2s networks,” IEEE Journal on Selected Areas in
Communications, vol. 35, no. 10, pp. 2342–2356, 2017.

https://doi.org/10.1007/s11036-016-0712-x
https://doi.org/10.1186/1687-1499-2012-250


Bibliography 235

[107] X. Li, L. Ma, R. Shankaran, Y. Xu, and M. A. Orgun, “Joint Power Control and
Resource Allocation Mode Selection for Safety-Related V2X Communication,”
IEEE Transactions on Vehicular Technology, vol. 68, no. 8, pp. 7970–7986,
2019.

[108] E. M. van Eenennaam, “A Survey of propagation models used in Vehicular
Ad hoc Network ( VANET ) research,” Paper written for course Mobile Radio
communication at Univ. Twente, Enschede, The Netherlands, 2009.

[109] A. Bazzi, G. Cecchini, A. Zanella, and B. M. Masini, “Study of
the Impact of PHY and MAC Parameters in 3GPP C-V2V Mode
4,” IEEE Access, vol. 6, p. 71685–71698, 2018. [Online]. Available:
http://dx.doi.org/10.1109/ACCESS.2018.2883401

[110] A. Haider and S.-H. Hwang, “Adaptive Transmit Power Control Algorithm for
Sensing-Based Semi-Persistent Scheduling in C-V2X Mode 4 Communication,”
Electronics, vol. 8, no. 8, 2019. [Online]. Available: https://www.mdpi.com/
2079-9292/8/8/846

[111] Gonzalez-Martín, Manuel and Sepulcre, Miguel and Molina-Masegosa, Rafael
and Gozalvez, Javie, “Analytical Models of the Performance of C-V2X Mode
4 Vehicular Communications,” IEEE Transactions on Vehicular Technology,
vol. 68, no. 2, pp. 1155–1166, 2019.

[112] Vladimir Vukadinovic and Krzysztof Bakowski and Patrick Marsch and Ian
Dexter Garcia and Hua Xu and Michal Sybis and Pawel Sroka and Krzysztof
Wesolowski and David Lister and Ilaria Thibault, “3GPP C-V2X and
IEEE 802.11p for Vehicle-to-Vehicle communications in highway platooning
scenarios,” Ad Hoc Networks, vol. 74, pp. 17–29, 2018. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S157087051830057X

[113] Molina-Masegosa, Rafael and Gozalvez, Javier, “LTE-V for Sidelink 5G V2X
Vehicular Communications: A New 5G Technology for Short-Range Vehicle-to-
Everything Communications,” IEEE Vehicular Technology Magazine, vol. 12,
no. 4, pp. 30–39, 2017.

[114] Y. Li, H. X. Z. Gai, X. Que, X. Su, and J. Riekki, “A cluster-based routing
method for D2D communication oriented to vehicular networks,” in Proc. IEEE
International Conference on Systems, Man, and Cybernetics (SMC), pp. 2772–
2777, 2017.

[115] S. K. Gupta, J. Y. Khan, and D. T. Ngo, “A D2D multicast network architec-
ture for vehicular communications,” in 2019 IEEE 89th Vehicular Technology
Conference (VTC2019-Spring), Conference Proceedings, pp. 1–6.

[116] N. Wisitpongphan, O. K. Tonguz, J. S. Parikh, P. Mudalige, F. Bai, and
V. Sadekar, “Broadcast storm mitigation techniques in vehicular ad hoc net-
works,” IEEE Wireless Communications, vol. 14, no. 6, pp. 84–94, 2007.

http://dx.doi.org/10.1109/ACCESS.2018.2883401
https://www.mdpi.com/2079-9292/8/8/846
https://www.mdpi.com/2079-9292/8/8/846
https://www.sciencedirect.com/science/article/pii/S157087051830057X


Bibliography 236

[117] M. Torrent-Moreno, “Inter-vehicle communications: assessing information dis-
semination under safety constraints,” in 2007 Fourth Annual Conference on
Wireless on Demand Network Systems and Services, 2007, pp. 59–64.

[118] E. Fasolo, A. Zanella, and M. Zorzi, “An effective broadcast scheme for alert
message propagation in vehicular ad hoc networks,” in IEEE International
Conference on Communications, vol. 9, 2006, pp. 3960–3965.

[119] M. Li, K. Zeng, and W. Lou, “Opportunistic broadcast of event-driven
warning messages in vehicular ad hoc networks with lossy links,” Computer
Networks, vol. 55, no. 10, pp. 2443–2464, 2011. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1389128611001344

[120] O. K. Tonguz, N. Wisitpongphan, and F. Bai, “DV-CAST: A distributed vehic-
ular broadcast protocol for vehicular ad hoc networks,” IEEE Wireless Com-
munications, vol. 17, no. 2, pp. 47–57, 2010.

[121] J. A. Sanguesa, M. Fogue, P. Garrido, F. J. Martinez, J.-C. Cano, and C. T.
Calafate, “A Survey and Comparative Study of Broadcast Warning Message
Dissemination Schemes for VANETs,” Mobile Information Systems, vol. 2016,
p. 18, 2016. [Online]. Available: http://dx.doi.org/10.1155/2016/8714142

[122] J. Santa, F. Pereñíguez, A. Moragón, and A. F. Skarmeta, “Ex-
perimental evaluation of CAM and DENM messaging services in
vehicular communications,” Transportation Research Part C: Emerg-
ing Technologies, vol. 46, pp. 98–120, 2014. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0968090X14001193

[123] 3GPP, “Study on LTE Device to Device Proximity Services: Radio aspects
Release 12,” vol. v12.0.1, Release 12, no. 3GPP, Tech. Rep. 36.843, March
2014.

[124] “Project cooperative cars, cocar. [online].” [Online]. Available: Available:http:
//www.aktivonline.org/english/aktiv-cocar.html

[125] “LTE-Connected Cars, ng connect program. [online].” [Online]. Available:
Available:http://ngconnect.org

[126] G. Araniti, C. Campolo, M. Condoluci, A. Iera, and A. Molinaro, “LTE for
vehicular networking: a survey,” IEEE Communications Magazine, vol. 51,
no. 5, pp. 148–157, 2013.

[127] R. Sivaraj, A. K. Gopalakrishna, M. G. Chandra, and P. Balamuralidhar, “Qos-
enabled group communication in integrated vanet-lte heterogeneous wireless
networks,” in 2011 IEEE 7th International Conference on Wireless and Mobile
Computing, Networking and Communications (WiMob), Conference Proceed-
ings, pp. 17–24.

https://www.sciencedirect.com/science/article/pii/S1389128611001344
http://dx.doi.org/10.1155/2016/8714142
http://www.sciencedirect.com/science/article/pii/S0968090X14001193
Available: http://www.aktivonline. org/english/aktiv-cocar.html
Available: http://www.aktivonline. org/english/aktiv-cocar.html
Available: http:// ngconnect.org


Bibliography 237

[128] G. Remy, S. Senouci, F. Jan, and Y. Gourhant, “LTE4V2X: LTE for a Central-
ized VANET Organization,” in 2011 IEEE Global Telecommunications Confer-
ence - GLOBECOM 2011, Conference Proceedings, pp. 1–6.

[129] T. Toukabri, A. M. Said, E. Abd-Elrahman, and H. Afifi, “Distributed D2D Ar-
chitecture for ITS Services in Advanced 4G Networks,” in 2015 IEEE 82nd Ve-
hicular Technology Conference (VTC2015-Fall), Conference Proceedings, pp.
1–7.

[130] 3GPP, “Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Resource
Control (RRC); protocol specification,” vol. v14.3.0, Release 14), no. 3GPP,
Tech. Rep. 36.331, July 2017.

[131] ——, “Evolved Universal Terrestrial Radio Access (E-UTRA); physical layer
procedures,” vol. v14.3.0, Release 14), no. 3GPP, Tech. Rep. 36.213, June 2017.

[132] “Intelligent Transport Systems; Vehicular Communications; Basic Set of Ap-
plications; Part 3: Specification of Decentralized Environmental Notification
Basic Service,” vol. V1.2.0, no. ETSI EN Standard 302 637-3„ Aug. 2013.

[133] A. Virdis, G. Stea, and G. Nardini, Simulating LTE/LTE-Advanced Networks
with SimuLTE. Springer International Publishing, 2015, pp. 83–105.

[134] G. S. G. Nardini, A. Virdis, “Simulating device-to-device communications in
OMNeT++ with SimuLTE: scenarios and configurations,” OMNeT++ Com-
munity Summit, September 15-16, 2016.

[135] G. Nardini, A. Virdis, and G. Stea, “Simulating Cellular Communications in
Vehicular Networks: Making SimuLTE Interoperable with Veins,” 2017.

[136] S. K. Gupta, J. Y. Khan, and D. T. Ngo, “Clustered Multicast Protocols for
Warning Message Transmissions in a VANET,” in 2019 IEEE Vehicular Net-
working Conference (VNC), 2019, pp. 1–8.

[137] P. Wang, J. Wang, C.-Y. Chan, and S. Fang, “Trajectory prediction for turning
vehicles at intersections by fusing vehicle dynamics and driver’s future input
estimation,” Transportation Research Record, vol. 2602, no. 1, pp. 68–77, 2016.

[138] P. Wang and C. Chan, “Vehicle collision prediction at intersections based on
comparison of minimal distance between vehicles and dynamic thresholds,” IET
Intelligent Transport Systems, vol. 11, no. 10, pp. 676–684, 2017.

[139] S. Atev, H. Arumugam, O. Masoud, R. Janardan, and N. P. Papanikolopoulos,
“A vision-based approach to collision prediction at traffic intersections,” IEEE
Transactions on Intelligent Transportation Systems, vol. 6, no. 4, pp. 416–423,
2005.



Bibliography 238

[140] S. Coast, “Open Street Map, OSM,” 2004. [Online]. Available: https:
//www.openstreetmap.org,2020.

[141] S. Tao, X. Weiwei, S. Tiecheng, and S. Lianfeng, “A cluster-based directional
routing protocol in VANET,” in 2010 IEEE 12th International Conference on
Communication Technology, Conference Proceedings, pp. 1172–1175.

[142] N. Gupta, A. Prakash, and R. Tripathi, “Adaptive beaconing in mobility aware
clustering based mac protocol for safety message dissemination in vanet,” Wire-
less Communications and Mobile Computing, vol. 2017, pp. 1–15, 01 2017.

[143] P. Basu, N. Khan, and T. D. C. Little, “A mobility based metric for clustering
in mobile ad hoc networks,” in Proceedings 21st International Conference on
Distributed Computing Systems Workshops, 2001, pp. 413–418.

[144] M. M. C. Morales, C. S. Hong, and Y. Bang, “An adaptable mobility-aware
clustering algorithm in vehicular networks,” in 2011 13th Asia-Pacific Network
Operations and Management Symposium, 2011, pp. 1–6.

[145] S. A. Mohammad and C. W. Michele, “Using traffic flow for cluster formation
in vehicular ad-hoc networks,” in IEEE Local Computer Network Conference,
2010, pp. 631–636.

[146] “Mimo hetnet ieee 802.11p–lte deployment in a vehicular urban environment,”
Vehicular Communications, vol. 9, pp. 222–232, 2017. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2214209616300687

[147] Z. Khan, P. Fan, F. Abbas, H. Chen, and S. Fang, “Two-Level Cluster Based
Routing Scheme for 5G V2X Communication,” IEEE Access, vol. 7, pp. 16 194–
16 205, 2019.

[148] R. Molina-Masegosa, J. Gozalvez, and M. Sepulcre, “Comparison of IEEE
802.11p and LTE-V2X: An Evaluation With Periodic and Aperiodic Messages
of Constant and Variable Size,” IEEE Access, vol. 8, pp. 121 526–121 548, 2020.

[149] D. Sempere-García, M. Sepulcre, and J. Gozalvez, “LTE-V2X Mode
3 scheduling based on adaptive spatial reuse of radio resources,” Ad
Hoc Networks, vol. 113, p. 102351, 2021. [Online]. Available: https:
//www.sciencedirect.com/science/article/pii/S1570870520306983

[150] J. Zhao, X. He, H. Wang, X. Zheng, J. Lv, T. Luo, and X. Hou, “Cluster-
Based Resource Selection Scheme for 5G V2X,” in 2019 IEEE 89th Vehicular
Technology Conference (VTC2019-Spring), 2019, pp. 1–5.

[151] Z. H. Mir and F. Filali, “On the Performance Comparison between IEEE
802.11p and LTE-Based Vehicular Networks,” in IEEE 79th Vehicular Tech-
nology Conference (VTC Spring), 2014, pp. 1–5.

https://www.openstreetmap.org, 2020.
https://www.openstreetmap.org, 2020.
https://www.sciencedirect.com/science/article/pii/S2214209616300687
https://www.sciencedirect.com/science/article/pii/S1570870520306983
https://www.sciencedirect.com/science/article/pii/S1570870520306983

	Introduction
	Motivation
	Research Challenges
	Thesis Contributions and Organization
	List of Publications

	Vehicular Ad Hoc Networks - Overview and Modeling
	Vehicular ad hoc network
	Cooperative Intelligent Transport System (C-ITS)
	 C-ITS communication architecture and its applications
	The Deployment of C-ITS Applications
	Future Vehicular Network Requirements

	Current Communication Standards and Their Limitations in C-ITS
	IEEE 802.11p
	LTE/LTE-Advance Standard
	LTE-D2D standard in 3GPP Release 12
	Enhanced C-V2X Architecture in 3GPP Release 14 for V2X Communication

	Next Generation Wireless Technologies Standard for V2X Communication
	IEEE 802.11bd
	New Radio(NR) V2X: The evolution of C-V2X

	Simulation Packages Used in the Thesis
	Summary

	LTE Based Vehicle-to-Vehicle Communication Architecture For Safety Services
	Introduction
	Related Work
	CBC-V2V System Model
	Cluster-Based cellular V2V (CBC-V2V) Communication Architecture
	EPC level Sidelink Peer Discovery (ESPD) Model
	Cluster Head and Semi Cluster Head Selection
	Cluster formation
	V2X sidelink channel structure
	CBC-V2V communication
	Delay Models

	Simulation Model
	Performance analysis of proposed EPC Level Peer discovery Model (ESPD)
	Performance analysis of proposed CBC-V2V architecture

	Summary

	LTE-Direct Inter-Cluster Communication and Multicast Transmitting Power Control Protocols for periodic safety Message Transmission
	Introduction
	Related work
	LTE-DICV2V System model
	Proposed Inter-Cluster Vehicle-to-Vehicle Communication
	Edge nodes selection
	LTE-Direct Inter-Cluster for Vehicle-to-Vehicle Communication (LTE-DICV2V)

	Clustered Multicast Transmitting Power Control (CMTPC)
	Simulation Model and Performance Analysis
	Summary

	Clustered Multicast Protocols for Warning Message Transmission in a VANETs
	Introduction
	Related work
	Proposed System Model
	Sidelink Channel Structure for the CMMP and the CMBMP
	Warning Message Transmission Protocols for Highway Sceanrio
	Clustered Multi-hop Multicast Protocol
	Clustered Multi-hop Broadcast and Multicast Protocol
	Delay Models

	Simulation Model and Performance analysis
	Warning Message (DENM) Transmission Protocols for City Scenarios
	PB-CMMP for Warning Message Transmission in City Scenario
	Warning Message (DENM) Transmission Using PB-CMMP

	Simulation Model and Performance analysis
	Summary

	PMUJ: A Prediction-Based C-V2X Protocol to Enhance Safety Message Transmissions in VANETs
	Introduction
	Related Work
	PMUJ System Model
	Prediction-Based Protocol PMUJ for Safety Message Transmission 
	Leaving The Cluster
	Cluster Reformation: CH Departure

	Simulation Model and Performance analysis
	Performance Evaluation Metric
	Predictability
	Stability Metrics
	Efficiency Metrics

	Performance comparison of CBC-V2V Modes 3, C-V2X Mode 4 and the IEEE 802.11p standard
	Configuration of the IEEE 802.11p and C-V2X

	Summary

	Conclusions and Future Work
	Summary
	Potential Future Research


	Bibliography

